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Abstract

A new simulation approach is proposed to improve the stability and the perceived rigidity of contacts during haptic interaction with multi rigid body virtual environments. The approach computes impulsive forces upon contact and penalty and friction forces during contact. The impulsive forces are derived using a new collision resolution method that never increases the kinetic energy of the system. When new contacts arise, the impulsive forces generate large hand accelerations without requiring increased contact stiffness and damping. Virtual objects and linkages are regarded as points in the configuration space and no distinction is made between them in the proposed approach.
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I. INTRODUCTION

In many virtual reality applications, haptic feedback is beneficial only if the forces rendered to users represent the physical phenomenon with sufficient accuracy. A main factor in enhancing the realism of the haptic manipulation of rigid objects and linkages is the perceived contact rigidity. As demonstrated by user studies [1], [2], the perceived rigidity of virtual contacts can be improved through applying large forces to users upon contact. A number of applications, such as virtual CAD prototyping or medical simulators for orthopedics, may benefit from improved perception of various levels of rigidity.

Both the virtual environment simulation and the haptic controller contribute to the perceived rigidity of the virtual contacts. The simulation computes interaction forces that reflect the employed model of rigid body contact and the controller transmits them to users. In existing haptics research, physically-based interactions within multi rigid body virtual environments are generated using three real time simulation methods developed in graphics and robotics: penalty-based, constraint-based, and impulse-based methods.

This research is concerned with improving the stability and the perceived rigidity of contacts during the haptic manipulation of virtual rigid objects and linkages. It proposes a simulation approach that combines constraint-based and penalty-based techniques. Specifically, it computes constraint-based impulsive forces upon contact and penalty-based and friction forces during contact. The impulsive forces are derived using a new rigid body contact model and a new pseudo-inverse based simultaneous collision resolution method that never increases the kinetic energy of the system[1]. A suitable controller transmits these forces to users.

The paper starts by reviewing relevant work in real time simulation, haptics simulation, and collision modeling, and by discussing the proposed approach in relation to this work. The new contact model is introduced in Section III, followed by the penalty-based second order dynamics of the virtual world in Section IV. In Section V, the dynamics used for collision resolution are derived from these second order dynamics. In addition, the new constraint-based simultaneous collision resolution method is shown to never increase the kinetic energy of the system. In Section VI, the haptic performance of the proposed approach is compared to that of the penalty-based and the constraint-based methods through simulations. Limitations imposed by the haptic device are discussed and solutions are devised to address them. Experiments are presented in Section VII. They demonstrate increased contact stability during user interaction with a planar virtual environment modeled by penalties and impulses compared to a penalties-alone model.

II. RELATED WORK

In this section, real time multi rigid body simulation methods are overviewed. They are classified into penalty-based, constraint-based, and impulse-based techniques based on the model of rigid contact that they use. Each model recognizes different contact states and enforces constraint rigidity in a specific way. In particular, a colliding contact state is recognized only when constraints are modeled as perfectly rigid.

Penalty-based simulations recognize two contact states: no contact, if a positive separation distance exists between bodies; and resting contact, if bodies interpenetrate. Penalty-based methods approximate constraints by penalizing constraint violations proportional to the stiffness and the damping of the virtual contacts. General-purpose penalty-based algorithms [5] are computationally inexpensive and compatible with the fixed time step integrators required in haptics. They are used in many implementations, including in the haptic rendering of virtual worlds through a virtual tool [6]. However, the requirement for simulation stability limits the virtual contact damping [7]. In turn, the virtual damping limits the magnitude of the penalty-based forces that arise upon contact, and, hence, the perceived rigidity of the virtual world.

Constraint-based simulations recognize three contact states: no contact, if a positive separation distance exists between bodies; colliding contact, if the separation distance is zero and bodies move into each other at least at one contact; and resting contact, if the separation distance is zero and bodies maintain contact or move away from each other at all contacts. Constraint-based techniques enforce rigid constraints exactly and prevent body interpenetration by applying impulses at colliding contacts. Two types of algorithms implement constraint-based techniques. Event-driven schemes [8], [9] integrate the system dynamics between collision events, resolve occurring collisions, and reset the integrator before continuing to integrate the dynamics. Such algorithms are not directly useful in haptics because they require variable step size integrators, i.e., there is no guaranteed completion time. Time-stepping schemes [10], [11] solve a time-discretization of the system dynamics that includes the impact rules and the perfectly rigid constraints enforced at the velocity level. Such algorithms are compatible with fixed time steps, but have no guaranteed completion time. This is because they can avoid constraint drift only through accurate collision detection and the reformulation of the system dynamics at each contact configuration change. Since there exists no a priori bound on the number of collisions that can occur during one simulation step, the

1Preliminary versions of this work were presented in [3] and [4].
computation time is unpredictable. Time-stepping simulations with constraint stabilization [12], [13], [14] have guaranteed completion time. However, these simulations were proven to not increase the kinetic energy of the system only for smooth convex objects undergoing perfectly plastic collisions [14]. Constraint-based methods developed for haptics [15], [16] model the colliding contacts between the user and the virtual world only implicitly and are compatible with fixed time step integrators. These methods are suitable for point interaction with virtual worlds, but their extension to rigid body interaction is not straightforward [17]. Moreover, the potential haptic advantage of perfectly rigid contacts is lost because the simulation does not compute constraint-based forces and impulses. Users perceive only penalty-like forces applied to them by the interaction controller.

Impulse-based simulations recognize two contact states: no contact, if a positive separation distance exists between bodies; and colliding contact, if the separation distance between bodies is zero. Impulse-based techniques [18] enforce rigid constraints exactly. They implement resting contact as a series of micro-collisions and apply impulses to prevent body interpenetration. Impulse-based techniques yield visually acceptable results, but haptically unconvincing resting contacts and dry friction [19]. Furthermore, the simulation becomes computationally intensive for frequent resting contacts [18].

Regardless of the technique used for generating the virtual environment, little haptics work exists that enhances the perception of rigidity through large force variations when new contacts arise. The earliest large force changes rendered to users upon contact are the “braking pulses” [20]. The braking pulses arise from a virtual wall model with high initial contact damping. They are designed to dissipate the entire kinetic energy of the user’s hand during point interaction within virtual environments. Impulsive forces are used to model planar collisions of rigid bodies in [21] and of linkages in [22]. These forces satisfy Poisson’s restitution hypothesis in a least squares sense and their passivity is not proven.

The approach proposed herein uses a new, impulse-augmented penalty contact model. Specifically, contacts are exactly enforced during collisions by impulses, and they are enforced only approximately otherwise by penalty functions. The approach maintains compatibility with fixed time step integrators by using penalty-based numerical methods during contact. At the same time, it improves the stability and the perceived rigidity of contacts by computing impulsive forces upon contact. The kinetic energy dissipated during collisions depends on the restitution properties and on the geometry of the contacts and is independent of the contact stiffness and damping. The approach generalizes earlier work in [20] in two ways: it allows the energy dissipated upon contact to be adjusted through the coefficient of restitution; and is suitable for rigid body simulation, as opposed to point interaction. Compared to earlier work in [21] and [22], it uses a new contact model and Newton’s restitution hypothesis for collision resolution. The contact model allows transitions to the collision state from all contact states. Therefore, rigid body contact is represented more accurately (see Section III) and the simulation can account for device limitations (see Section VI). Newton’s restitution hypothesis allows multiple collisions to be resolved such that the kinetic energy of the system never increases during collisions.

Compared to multi rigid body collision resolution methods developed in mechanics (see [23] for a comprehensive review of relevant work), the proposed technique sacrifices accuracy for computational efficiency. Accurate modeling of unilateral contacts requires the system dynamics to be derived based on the complementarity rule and solved using numerical algorithms for complementarity problems, as in [24], [25], [10], [11], [14]. However, time-stepping complementarity formulations are computationally expensive for haptics (if they require constraint stabilization) or proven to not increase the system kinetic energy only for perfectly plastic collisions between smooth convex objects (if they include constraint stabilization). The complementarity formulation is sidestepped in the present approach by exactly enforcing rigid contacts only during collisions. Hence, collisions can be rendered to users through various high frequency force signals (as suggested in [26]) that dissipate the same amount of energy as the computed impulses. Such force signals may enable users to distinguish collisions between different materials (such as bone-bone, bone-metal, or metal-metal) and will be investigated in upcoming work. During collisions, three further simplifying assumptions are used in the present approach: (i) that impulses develop at all contacts at which bodies move into each other (while impulses may develop at only a subset of these contacts in the complementarity formulation); (ii) that velocities of all points in contact satisfy Newton’s restitution law at contacts where impulses develop (while only their relative velocities obey Newton’s hypothesis in the complementarity formulation); and (iii) that collisions are frictionless. These assumptions imply a particular choice of a multiple collision rule and sacrifice solution accuracy. However, they allow collision resolution to achieve the high fixed speed of the haptic controller.

III. THE CONTACT MODEL

The proposed contact model is a dynamic model rather than a geometric one. It is used for computing interaction forces and impulses, based on the geometric information provided by a collision detection algorithm that is implemented in the virtual environment. Typically, the collision detection algorithm decomposes each rigid object into a collection of convex polyhedra and computes contacts between pairs of these polyhedra [27]. For each contact, it provides a contact point, a penetration depth, and a contact normal direction. In the present approach, a contact is defined by this geometric information plus the contact velocity. The contact velocity is the relative velocity between the contacting polyhedra at the contact point. It is defined such that the normal contact velocity (i.e., the component of the contact velocity along the contact normal).
normal direction) is negative if the polyhedra move into each other.

As in [28], two rigid bodies are said to be in the same contact group if there exists a chain of contacting moving rigid bodies between them. The rigid body contact model proposed in this paper has three states (whose designation follows [29]): free motion, colliding contact, and resting contact. A rigid body is said to be in free motion if it has no contacts. A rigid body is said to be in colliding contact if at least one new contact with negative normal contact velocity exists within its contact group. Finally, a rigid body is said to be in resting contact if it is neither in free motion nor in colliding contact (i.e., the body can have non-zero acceleration and velocity during resting contact). In a haptic simulation, bodies may remain in colliding contact for multiple consecutive simulation steps because new contacts may appear at every step.

The collision state of the proposed rigid body contact model is introduced to emphasize new contacts. However, used in direct conjunction with typical collision detection algorithms, the model may emphasize numerical artifacts rather than physical phenomena. Consider, for example, the case of a virtual ball-socket joint. Depending on the object representation used for collision detection, either a polyhedron with a large number of faces approximates the ball and a large number of convex polyhedra compose the concave socket, or several trimmed NURBS approximate the ball and the socket. Furthermore, body contact is represented through a finite number of contacts between the convex pieces composing the ball and the socket. When the ball rolls in the socket and the convex pieces in contact change, most collision detection algorithms fail to maintain contact continuity and report a large number of easily forming and breaking contacts. If these contacts are used directly in the proposed rigid body contact model, the ball-socket joint will frequently switch to colliding contact instead of maintaining resting contact. Unless this artifact is eliminated, it will be emphasized by the proposed rigid body contact model (as well as by any other contact model that distinguishes a collision state upon contact) and the realism of the interaction may be destroyed.

Two steps are used in the present approach to eliminate this numerical artifact. First, sufficiently close contacts are collapsed into a single contact using clustering [27]. Second, the temporal coherence of the remaining contacts is maintained using spatial coherence. In other words, contacts existing at two consecutive time steps are considered the same contact if they are within a pre-specified distance of each other. Time coherence breaks down if the virtual objects move more than the pre-specified distance during one simulation step. Therefore, this distance must be chosen based on the maximum speed of the virtual object motion and the time step of the simulation.

The proposed rigid body contact model combines approximate and exact constraint enforcement during resting and colliding contact, respectively. Hence, it requires penalty-based resting contact dynamics and constraint-based collision resolution. The numerical methods used to resolve resting contact dynamics are presented in the next section. The proposed multiple collision resolution technique follows in Section V.

Fig. 1. Example contact and hand forces arising during the haptic manipulation of a contact group with dynamics computed in configuration space.

IV. RESTING CONTACT

This work considers the case in which users manipulate both virtual objects and virtual linkages (called virtual tools hereafter). Realistic forces during these types of interaction can be computed by representing the virtual world dynamics in either Cartesian space or in configuration space. In Cartesian space, a number of constraint equations must be added to maintain the bilateral constraints and the simulation must integrate a computationally expensive differential algebraic system of equations for which constraint satisfaction may be problematic [9]. In configuration space, the bilateral constraints are embedded in the coordinate representation. In this case, only a reduced number of coordinates must be integrated and bilateral constraint satisfaction is guaranteed. Virtual objects and virtual linkages become points evolving in this space and are indistinguishable. Therefore, configuration space dynamics are used in the proposed simulation to compute the interactions between the user and the virtual world.

Since bilateral constraints are incorporated in the coordinate representation, only contact and user applied forces must be included in the dynamics equations. Consider a contact group with $d$ degrees of freedom (DOF) and $c$ resting contacts. In configuration space, its dynamics

\[
D(q)\ddot{q} + B(q, \dot{q}) + G(q) = \sum_{i=1}^{c} J_i^T(q)F_i + J_h^T(q)F_h.
\]

In (1), $D(q) \in \mathbb{R}^{d \times d}$ is the configuration space inertia matrix of the contact group, $B(q, \dot{q}) \in \mathbb{R}^d$ represent Coriolis and centripetal effects, $G(q) \in \mathbb{R}^d$ are the gravitational terms, $J_i(q) \in \mathbb{R}^{d \times 3}$ is the manipulator Jacobian computed at the $i$-th contact, $F_i \in \mathbb{R}^3$ is the Cartesian space contact force at the $i$-th contact, $J_h(q) \in \mathbb{R}^{d \times 6}$ is the manipulator Jacobian computed at the user’s hand, $F_h \in \mathbb{R}^6$ is the Cartesian space generalized force (force and torque) applied by the user, and $q \in \mathbb{R}^d, \dot{q} \in \mathbb{R}^d$, and $\ddot{q} \in \mathbb{R}^d$ are the configuration space positions, velocities, and accelerations, respectively (see Figure 1).

If the contact group consists of both virtual objects and virtual linkages, the matrices and vectors in (1) are obtained by concatenating the matrices and vectors corresponding to

\[\text{Note that the implementation of (1) limits the complexity of the linkages that can be manipulated. However, it does not limit users’ ability to manipulate linkages using the proposed approach.}\]
each object and linkage. For example:

\[ q^T = (q_1, \ldots, q_m) \]  

and:

\[ D(q) = \begin{bmatrix} D_1(q_1) & \cdots & 0 \\ \vdots \\ 0 & \cdots & D_m(q_m) \end{bmatrix}. \]  

In (3), \( m \) is the total number of virtual objects and virtual linkages and the configuration space dynamics of a virtual rigid body are the same as its Cartesian space dynamics.

The contact forces in (1) have a component \( F_{n,i} \) along the contact normal direction \( n_i \), modeling contact rigidity, and a component \( F_{f,i} \) along the direction \( t_i \) (orthogonal to the contact normal), modeling dry friction:

\[ F_i = F_{n,i} n_i + F_{f,i} t_i. \]  

In the proposed approach, resting contact is enforced using penalties. Hence, the normal component of the contact force at the \( i \)-th contact is computed by:

\[ F_{n,i} = -K_{\text{contact}} s_i(q) - B_{\text{contact}} v_{n,i}(q). \]  

In (5), \( K_{\text{contact}} \) and \( B_{\text{contact}} \) are the contact stiffness and damping, \( s_i \) is the separation between bodies at contact (because bodies overlap, \( s_i \) is negative and equal to the penetration depth of the contact), and \( v_{n,i} \) is the normal contact velocity. Dry friction is modeled using a modified Coulomb model. Hence, the tangential component of the contact force at the \( i \)-th contact is computed by:

\[ F_{f,i} = \begin{cases} \mu F_{n,i} / v_{\text{threshold}} & \text{if } |v_{f,i}| \geq v_{\text{threshold}} \\ \mu F_{n,i} & \text{otherwise} \end{cases}. \]  

In (6), \( \mu \) is the coefficient of dry friction for the pair of contacting bodies and \( v_{f,i} \) is the tangential contact velocity (the component of the contact velocity orthogonal to the contact normal direction). The threshold value \( v_{\text{threshold}} \) allows the contact to transition between the stick and the slip friction states. Any friction model that employs only vertex contact state information can replace the model in (6), such as [30] or [31].

As shown by (5) and (6), only state information is used in the proposed simulation to compute contact forces. Therefore, (1) can be directly solved for the configuration space acceleration:

\[ \ddot{q} = D^{-1} \left( \sum_{i=1}^{c} J_i^T F_i + J_h^T F_h - B - G \right). \]  

In (7), the dependence on the instantaneous state of all terms on the right hand side of the equation is implied. The configuration space acceleration is then integrated using a fixed step size integrator compatible with the requirements of the haptic control loop.

While the resting contact dynamics discussed in this section are typical for penalty-based simulations, the dynamics of colliding contact implement a constraint-based approach. These dynamics are presented in the next section.

V. COLLISION RESOLUTION

The colliding contact state is introduced in the proposed approach to improve the penalty-based approximation of unyielding contacts. In conjunction with the fixed step size of the haptic simulation, this state requires multiple collisions to be resolved simultaneously. Rather than incorporating contact rigidity and dry friction into a complementarity formulation, the proposed approach uses three simplifying assumptions: (i) that impulses develop at all contacts at which bodies move into each other during a collision; (ii) that velocities of all points in contact obey Newton’s restitution law at contacts at which impulses develop; and (iii) that collisions are frictionless. Unlike more accurate multiple collision models [24], [32], [25], this new technique is non-iterative. This is advantageous in haptics, because of the hard limits imposed by the force controller on computation times. Unlike the model in [14], it makes no assumption about the coefficient of restitution or the shape of the colliding objects.

The colliding contact dynamics are obtained through time integration of (1):

\[ D \ddot{q} = D \dot{q}_0 + \sum_{i=1}^{c} \int_{t_0}^{d} J_i^T F_i dt = D \dot{q}_0 + \sum_{i=1}^{c} \int_{t_0}^{d} J_i^T p_i. \]  

In (8), \( D \dot{q}_0 \) and \( D \ddot{q} \) are the pre- and post-collision configuration space momenta and \( p_i = \int_{t_0}^{d} F_i dt \) is the \( i \)-th contact impulse. Since the collision is modeled as an instantaneous event, \( t \rightarrow t_0 \), the hand and gravitational forces do not contribute impulses to the impulse and momentum balance of the system. Furthermore, apart from the collision impulses, no other external impulses are applied to the contact group.

In addition, collisions are assumed frictionless, i.e., \( p_i = p_i n_i \), with \( p_i \) being the magnitude of the \( i \)-th contact impulse. Then, the configuration space dynamics of colliding contact become:

\[ D \ddot{q} = D \dot{q}_0 + \sum_{i=1}^{c} J_i^T n_i p_i = D \dot{q}_0 + J_c^T p. \]  

In (9), \( p = (p_1, \ldots, p_c)^T \) is the vector of contact impulses and \( J_c = [J_1^T n_i, \ldots, J_c^T n_i, \ldots, J_c^T n_i]^T \). For a contact group with \( d \) DOF and \( c \) colliding contacts, (9) represents a set of \( d \) equations with \( d + c \) unknowns, the post-collision configuration space velocity \( \dot{q} \) and the contact impulses \( p \). Further assumptions are needed to solve such a system [23]. These assumptions are provided by the various collision laws proposed in the literature [24], [32], or [25]. To allow the development of a non-iterative solution, Newton’s restitution hypothesis is used in this work. Furthermore, the method is proven to never increase the kinetic energy of the contact group.

For one colliding contact, Newton’s restitution hypothesis relates the pre-collision \( (\nu_{nc}) \) and post-collision \( (\nu_{nc}) \) normal contact velocities through the coefficient of restitution \( \epsilon \):

\[ \nu_n = -\epsilon \nu_{nc}. \]  

The coefficient of restitution \( \epsilon \in [0,1] \) describes the nature of the collision, with \( \epsilon = 1 \) corresponding to a perfectly
elastic collision (no energy loss), and \( e = 0 \) corresponding to a perfectly plastic collision.

In configuration space, (10) becomes:

\[
n^T J_b q = -e n^T J_b q_0
\]

at a collision between body \( b_i \) of the contact group and a static environment, and:

\[
n^T (J_{b_i} - J_{b_j}) q = -e n^T (J_{b_i} - J_{b_j}) q_0
\]

at a self-collision, i.e., a collision between bodies \( b_i \) and \( b_j \) of the contact group. A more restrictive condition is imposed at a self-collision in the proposed approach. Namely, the second simplifying assumption is imposed on the contact group by requiring it to obey:

\[
n^T J_{b_i} q = -e n^T J_{b_i} q_0
\]

and:

\[
n^T J_{b_j} q = -e n^T J_{b_j} q_0
\]

simultaneously. (13) and (14) ensure both that Newton’s restitution law is observed and that the proposed collision resolution technique maintains system passivity, as shown in subsequent derivations. Using Equations (11), (13), and (14), Newton’s restitution law is restated as:

\[
J_c \dot{q} = -e J_c \dot{q}_0,
\]

(15) represents a set of \( c \) equations, where self-collisions are counted once on each colliding body. Note also that the equal sign in (15) embeds the first simplifying assumption used in this work for resolving collisions.

In the proposed simulation method, (9) and (15) describe the dynamics of colliding contact of a contact group with \( d \) DOF and \( c \) simultaneous collisions. Their resolution and the proof of the system passivity for both independent and overdetermined constraints are presented next, followed by the technique used to render collisions to users.

A. Independent constraints

This section starts by showing that a contact group with one frictionless contact is passive if its colliding contact dynamics are resolved using Newton’s hypothesis. The result is then extended to a contact group with multiple independent contacts for which (15) is used to ensure that Newton’s collision law is obeyed.

Passivity of a contact group with a single colliding contact is shown by proving that:

**Theorem 1:** If a contact group described by the momentum equation:

\[
D \dot{q} = D \dot{q}_0 + J_c^T p
\]

has one frictionless colliding contact and the post-collision normal contact velocity is given by:

\[
v_n = -ev_{n0},
\]

where \( e \in [0,1] \) is the coefficient of restitution, then the post-collision kinetic energy of the contact group is:

\[
KE = KE_0 - (1 - e^2) q_0^T J_c^T D J_c J_c \dot{q}_0 \leq KE_0
\]

where \( J_c = D^{-1} J_c^T \left( J_c D^{-1} J_c^T \right)^{-1} \) is the dynamically consistent inverse of \( J_c \) [33].

The proof of Theorem 1 is presented in Appendix I.

**Notes:**

As shown in Appendix I, the contact impulse due to one collision is:

\[
p = -(1 + e) \left( J_c D^{-1} J_c^T \right)^{-1} J_c \dot{q}_0.
\]

This impulse is equal to the contact impulse computed in prior complementarity formulations [24]. Hence, the simplifying assumptions embedded in (15) involve no further approximation for the case of a single colliding contact. Moreover, the proposed collision resolution method uses the dynamically consistent inverse of the collision Jacobian, i.e., it is coordinate invariant.

Kinetic energy is conserved during a perfectly elastic collision \( (e = 1) \). The loss of kinetic energy during a plastic collision \( (e < 1) \) depends both on contact properties, as given by the coefficient of restitution \( e \), and on contact geometry and the contact group topology and geometry, embedded in \( J_c \).

For example, various contact group topologies and geometries and various contact geometries result in either a total or a partial loss of kinetic energy during a plastic collision. Two examples of how the loss of kinetic energy during a frictionless collision varies with the coefficient of restitution are depicted in Figure 3 for two different contact geometries of the two link planar manipulator depicted in Figure 2. The manipulator has link lengths \( l_1 = l_2 = 1m \), link masses \( m_1 = m_2 = 1kg \), configuration space position \( q = (\frac{\pi}{2} \ 0 \ 0) \) rad, and pre-collision configuration space velocity \( \dot{q}_0 = (1 \ 1 \ 1)^T \) rad/s.

The collision resolution method employed for one colliding contact can be directly applied to resolve multiple collisions simultaneously if the contact constraints are independent, i.e., \( J_c \) is full row rank, and (15) is imposed to ensure that the post-collision configuration space velocity obeys Newton’s hypothesis. Then, \( J_c \) is full row rank and the matrix \( J_c D^{-1} J_c^T \)
is invertible (see the Appendix for proof).

B. Overdetermined constraints

If the contact constraints are overdetermined, \( \mathcal{J}_c \) is rank deficient and the matrix \( \mathcal{J}_c D^{-1} \mathcal{J}_c^T \) is not invertible. Nevertheless, its pseudo-inverse \( (\mathcal{J}_c D^{-1} \mathcal{J}_c^T)^\dagger \) can be used to compute the contact impulses, and the post-collision configuration space velocity according to:

\[
p = -(1 + e) \left( \mathcal{J}_c D^{-1} \mathcal{J}_c^T \right)^\dagger \mathcal{J}_c \dot{q}_0 \tag{20}
\]

\[
\dot{q} = \dot{q}_0 - (1 + e) D^{-1} \mathcal{J}_c^T \left( \mathcal{J}_c D^{-1} \mathcal{J}_c^T \right)^\dagger \mathcal{J}_c \dot{q}_0 \tag{21}
\]

Passivity of a contact group with overdetermined colliding constraints resolved simultaneously according to (21) results from the following theorem:

**Theorem 2:** If a contact group described by the momentum equation:

\[
\mathcal{D}_n \ddot{q} = \mathcal{D}_n \dot{q} + \mathcal{J}_c^T \mathbf{p}.
\]

has \( c \) overdetermined frictionless colliding contacts and its post-collision configuration space velocity is given by:

\[
\mathcal{J}_c \dot{q} = -e \mathcal{J}_c \dot{q},
\]

where \( e \in [0,1] \) is the coefficient of restitution, then the post-collision kinetic energy of the contact group is:

\[
KE = KE_c - (1 - e^2) q_0^T \mathcal{J}_c^T \mathcal{J}_n D \mathcal{J}_n \dot{q}_0 \leq KE_c.
\]

In (24), \( \mathcal{J}_n = D \mathcal{J}_{c}^{-1} \left( \mathcal{J}_n D \mathcal{J}_n^{-1} \right) \) is the dynamically consistent inverse of \( \mathcal{J}_n \), and \( \mathcal{J}_c^{-1} = \left( \mathcal{J}_n \mathcal{J}_n^T \right)^T \) with \( \mathcal{J}_n \) full row rank.

The proof of Theorem 2 is presented in Appendix II.

**Notes:**

Similar to the case of independent constraints, the loss of kinetic energy depends both on contact properties, through the coefficient of restitution \( e \), and on contact group topology and geometry and contact geometry, through \( \mathcal{J}_n \). Kinetic energy is conserved during perfectly elastic collisions (\( e = 1 \)).

From (33), it also follows that:

\[
\dot{q} = \dot{q}_0 - (1 + e) D^{-1} \mathcal{J}_c^T \left( \mathcal{J}_c D^{-1} \mathcal{J}_c^T \right)^\dagger \mathcal{J}_c \dot{q}_0 =
\]

\[
= \dot{q}_0 - (1 + e) D^{-1} \mathcal{J}_c^T \left( \mathcal{J}_n D^{-1} \mathcal{J}_n^T \right)^{\frac{1}{2}} \mathcal{J}_c \dot{q}_0 \tag{25}
\]

In other words, the post-collision state of the contact group is the same regardless whether the collisions are resolved using the pseudo-inverse technique or constraint overdeterminacy is eliminated before collision resolution. Hence, the pseudo-inverse method is equivalent to selecting a set of independent constraints and simultaneously resolving the collisions at these contacts as described in Section V-A.

C. Rendering collisions to the user

The contact impulses are rendered to the user as impulsive forces through a four channel teleoperation controller [34]. The configuration space impulsive forces to be applied to the user’s hand are computed such that they induce the same change in the configuration space momentum of the contact group when integrated over one time step of the haptic simulation:

\[
F_{env} = \frac{\mathcal{J}_c^T \mathbf{p}}{\Delta t} \tag{26}
\]

In (26), \( \Delta t \) is the haptic time step and \( \mathbf{p} \) are the contact impulses, computed according to (19) and (20).

VI. SIMULATIONS

In this section, the performance of the proposed simulation approach is compared to the performance of the penalty-based and constraint-based approaches through simulation of user interaction within a planar virtual environment. The limitations of the haptic device are considered and a solution is proposed to address them.

Note that, although suitable for rigid body interaction within spatial virtual environments, the impulse-augmented penalty-based approach is validated only for 3 DOF (\( x, y, \theta \)) rigid body interaction within a planar virtual world in the present work. This is due to the availability of only planar \((F_x, F_y, \tau_z)\) and point \((F_x, F_y, F_z)\) haptic interaction systems in the Robotics and Control Laboratory. Interfaces without torque feedback (such as 3 DOF point interaction devices) are unsuitable for implementing the proposed approach. A device such as the Phantom Premium 6DOF, with full torque feedback would be necessary. To guarantee that the kinetic energy of the user’s hand will not increase during collisions as a result of the impulsive feedback, full rigid body force and torque feedback is required \((F_x, F_y, \tau_z, \tau_x, \tau_y, \tau_z)\) during planar interaction and \((F_x, F_y, F_z, \tau_x, \tau_y, \tau_z)\) during spatial interaction). Unstable interaction may arise due to the lack of torque feedback.

Figure 4 depicts the virtual environment employed in the simulations. Users manipulate a rectangular peg by applying forces and torques at its center of mass. The virtual world is connected to the haptic interface through a unilateral coupler [15, 9] when generated using a constraint-based approach, and through a four-channel teleoperation controller [34] when generated using the proposed and the penalty-based approaches. The unilateral coupler extends to
The corner with a force $F_h = (-0.32 \text{N} \quad 0.4 \text{N} \quad 0 \text{Nm})^T$. This simple interaction is chosen to illustrate the proposed approach both because it can be validated experimentally and because the constraints are overdetermined. The peg has dimensions $l_1 = 0.021 \text{m}$ and $l_2 = 0.0105 \text{m}$, mass $m = 2 \text{kg}$, and moment of inertia $I = 0.005 \text{kgm}^2$. The virtual walls have stiffness $K_{wall} = 1000 \text{N/m}$ and damping $B_{wall} = 50 \text{N/(m/s)}$. Collisions are considered perfectly plastic ($\epsilon = 0$). The stiffness and damping of the position coordination channels of the teleoperation controller connecting the proposed and the penalty-based virtual environments and of the unilateral coupler connecting the constraint-based virtual world to the device are given in Table I. The parameters of the teleoperation controller are optimized for transparency [34], while those of the unilateral coupler are chosen to match the impedance of the virtual contacts. To match the planar interface used for experiments, the haptic device is modeled as an impedance device. Furthermore, it is considered to have purely inertial dynamics and to be kinematically equivalent to the proxy, i.e., the local device controller is not modeled. The user’s hand is modeled as a pure force source, which is a worst-case scenario for stability when an impedance device is used [35] (see Figure 6 for a photo of the impedance device used in the experiments described in Section VII and modeled in the simulations in this section).

In the first set of simulations, it is assumed that the device actuators can apply the impulse-augmented penalty interactions computed by the proposed simulation and reflected to the device by the four channel teleoperation controller. The resulting hand trajectories are depicted in Figure 7 and the forces that would be felt by the user are shown in Figure 8. Figure 7 demonstrates that the hand trajectory is closer to the ideal hand trajectory when users interact with a world generated using the proposed approach than when they interact with a penalty-based or a constraint-based virtual environment.

The user-perceived forces are closer to the ideal forces, too. Users feel large forces when new contacts arise (see Figure 8), and they feel forces that only balance the low hand force $F_h = (-0.32 \text{N} \quad 0.4 \text{N} \quad 0 \text{Nm})^T$ during contact. Note that while the large impulsive forces improve the perception of rigidity [1], [2], they may exceed the force capabilities of the device.

Several techniques can be used to account for the limitations of the haptic interface in the proposed approach:
Collision impulses can be saturated on the device. When this strategy is used, the simulation computes collision impulses according to (20) and scales them to the maximum value achievable through device actuation. The scaled impulses are applied to the virtual tool and sent to the four channel controller. As a result, the same amount of kinetic energy is extracted from the virtual tool and the device during collision and their kinematic correspondence is maintained, but the simulation is altered.

Collision impulses can be spread over several steps of the simulation. When this strategy is used, the simulation scales the collision impulses as explained above. However, the colliding bodies do not transition to resting contact if scaling is necessary. Rather, they transition back to colliding contact and new collision impulses are computed at each step of the simulation until the force levels return to the range of the haptic device. As a result, the amount of kinetic energy extracted from the virtual tool and the device at each simulation step is the maximum allowable by the actuators, while the amount extracted over several steps is equal to that prescribed by (24). Furthermore, the kinematic correspondence between the virtual tool and the device is preserved.

Simulated hand trajectories obtained by using these techniques (assuming that the maximum force capability of the device is $\mathbf{F}_{\text{limit}} = (15\,\text{N} \ 15\,\text{N} \ 1\,\text{Nm})^T$) are presented in Figure 9. In this figure, “$p_{\text{full}}$” is the trajectory obtained when the device can fully apply the simulated collision impulses, “$p_{\text{saturated}}$” is obtained when collision impulses are saturated on the device, “$p_{\text{scaled}}$” is obtained when collision impulses are scaled in the virtual environment, and “$p_{\text{spread}}$” is obtained when collision impulses are spread over several steps of the simulation. The hand trajectory degrades as the force capabilities of the device decrease. The loss of performance is highest if the interaction forces are saturated on the device. In this case, full collision impulses are applied to the virtual tool which stops abruptly and only limited forces are applied to the user’s hand, which continues to move. After collision, the user’s hand is coordinated with the virtual tool through the four channel teleoperation controller, whose stiffness $K_{\text{coord}}$ and damping $B_{\text{coord}}$ are much lower than those of the virtual walls, $K_{\text{wall}}$ and $B_{\text{wall}}$. Hence, constraint violation is largest and settling time increases (transient response is poorest).
loss of performance due to limited force capabilities of the haptic interface is diminished most by spreading the collision impulses over several steps of the simulation. Therefore, this technique is used to overcome device force limitations in the following simulations and experiments.

Both scaling and spreading of collision impulses are equivalent to adapting the coefficient of restitution to the device capabilities. As a result of this adaptation, the effective coefficient of restitution may be negative and the post-collision normal contact velocities may be negative (i.e., bodies may move into each other after collision resolution). Nevertheless, the passivity of the proposed collision resolution method is not affected by an adaptive coefficient of restitution. (24) shows that the post-collision kinetic energy of the system is at most equal to its pre-collision kinetic energy for any $e \in [-1, 1]$. Hence, adapting the coefficient of restitution to the device capabilities does not influence the stability of the haptic interaction.

As the force capabilities of the haptic interface decrease, the haptic and visual performance of the proposed approach diminishes. For $e = -1$, the impulse-augmented penalty-based simulation reduces to a penalty-based simulation. The haptic performance reduction can be seen by comparing Figures 10 and 7. In Figure 10, it is assumed that the device can apply at most $\mathbf{F}_{\text{limit}} = (15\text{N} \ 15\text{N} \ 1\text{Nm})^T$ and collision impulses are spread over more time steps when necessary. In Figure 7, it is assumed that the device can fully apply the collision impulses to the user’s hand. The hand trajectories representing interactions with the impulse-augmented penalty-based and penalties-only virtual environments are closer to each other in Figure 10 than they are in Figure 7. The visual performance diminishes correspondingly, as the virtual tool penetrates the constraints deeper when spreading is required than when the device can fully apply the collision impulses. Nevertheless, constraint penetration is smaller in the proposed simulation than in the penalty-based one regardless of the device limitations. Both the haptic and the visual performance of the impulse-augmented penalty-based virtual world is better than that of the penalty-based world. Moreover, in addition, the perceptual advantage obtained by applying abrupt forces to the user’s hand upon contact is maintained, since the forces and torques felt by users are larger when they interact with the proposed simulation than when they interact with the penalty-based one (see Figure 11).

VII. EXPERIMENTS

In this section, the performance of the proposed approach is evaluated against that of the penalty-based approach through experiments carried out on a virtual environment system developed in the Robotics and Control Laboratory at the University of British Columbia. The evaluation is performed using the same controlled interaction and the same system setup as in Section VI. Therefore, the forces felt by users during experiments can be compared to those predicted through...
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The controlled experiment presented in this section demonstrates the increased stability and perceived rigidity of impulse-augmented penalty-based rigid body contacts compared to penalty-based rigid body contacts. Nonetheless, the example interaction is simple and does not illustrate the computational performance of the proposed approach during spatial (6 DOF) rigid body interactions. In this example, at most six collisions have been resolved simultaneously (they occur when the user inserts the peg into the tight fitting hole at the top of the peg bounces less and settles into the corner faster when the virtual world is generated using the proposed approach.

As expected, the performance of the impulse-augmented penalty-based world decreases when collision impulses are applied over several steps in order to meet the device rendering capabilities (the maximum force that the device can apply is chosen to be $F_{\text{lim}} = (15\text{N} \ 15\text{N} \ 1\text{Nm})^T$ for this experiment). A device that can apply only limited forces and torques dissipates less energy upon impact than that predicted by the chosen coefficient of restitution. However, it dissipates more energy than during penalty-based interaction. Moreover, the perceptual advantage of large force transitions upon contact is maintained. Though limited, the impulsive forces rendered to the user are much larger than the penalty-based contact forces (see Figure 13).

Increased virtual wall damping would also result in larger force transitions upon impact and less bouncing, i.e., more stable contact. However, the virtual damping is limited by the physical damping, the virtual wall stiffness, and the simulation step during 1 DOF interaction with a virtual wall [7]. The virtual damping may also be limited by geometry during rigid body interaction. Guidelines for choosing it without causing instability are not available presently. Hence, only limited improvements in the perceived rigidity of the virtual contacts could be achieved through increasing the virtual damping if the virtual wall stiffness is large (as needed for a convincingly rigid resting contacts) and the physical damping is small (as needed for imperceptible device dynamics). On the other hand, the impulsive forces provide a physically-based technique for enhancing the realism of the interaction that does not increase the kinetic energy of the simulated environment and is limited only by the device capabilities.

Figures 12 and 13 present the results obtained when the virtual environment is generated using both a penalty and the proposed simulation.

Figure 12 demonstrates increased contact stability in the impulse-augmented penalty-based virtual world compared to the penalty-based one. The peg settles into the corner faster and bounces less when collision impulses are applied to the device. As shown in [20], the impulsive “braking” forces amount to increasing the damping gain in the device to a very large value only upon penetration into the constraint. Sustained damping of equivalent gain while the interface is within the constraint would cause the system to be stable. Hence, a stiff implementation of a rigid corner augmented with impulsive forces upon constraint penetration improves performance because it generates a trajectory that is closer to the trajectory imposed by a real rigid corner. Alternatively, a conventional stiff implementation of a rigid corner would approach the ideal trajectory only through increased gains. This would result in a lower stability margin.

As expected, the performance of the impulse-augmented penalty-based world decreases when collision impulses are applied over several steps in order to meet the device rendering capabilities (the maximum force that the device can apply is chosen to be $F_{\text{lim}} = (15\text{N} \ 15\text{N} \ 1\text{Nm})^T$ for this experiment). A device that can apply only limited forces and torques dissipates less energy upon impact than that predicted by the chosen coefficient of restitution. However, it dissipates more energy than during penalty-based interaction. Moreover, the perceptual advantage of large force transitions upon contact is maintained. Though limited, the impulsive forces rendered to the user are much larger than the penalty-based contact forces (see Figure 13).

Increased virtual wall damping would also result in larger force transitions upon impact and less bouncing, i.e., more stable contact. However, the virtual damping is limited by the physical damping, the virtual wall stiffness, and the simulation step during 1 DOF interaction with a virtual wall [7]. The virtual damping may also be limited by geometry during rigid body interaction. Guidelines for choosing it without causing instability are not available presently. Hence, only limited improvements in the perceived rigidity of the virtual contacts could be achieved through increasing the virtual damping if the virtual wall stiffness is large (as needed for a convincingly rigid resting contacts) and the physical damping is small (as needed for imperceptible device dynamics). On the other hand, the impulsive forces provide a physically-based technique for enhancing the realism of the interaction that does not increase the kinetic energy of the simulated environment and is limited only by the device capabilities.

The controlled experiment presented in this section demonstrates the increased stability and perceived rigidity of impulse-augmented penalty-based rigid body contacts compared to penalty-based rigid body contacts. Nonetheless, the example interaction is simple and does not illustrate the computational performance of the proposed approach during spatial (6 DOF) rigid body interactions. In this example, at most six collisions have been resolved simultaneously (they occur when the user inserts the peg into the tight fitting hole at the top of the peg bounces less and settles into the corner faster when the virtual world is generated using the proposed approach.

Figures 12 and 13 present the results obtained when the virtual environment is generated using both a penalty and the proposed simulation.

Figure 12 demonstrates increased contact stability in the impulse-augmented penalty-based virtual world compared to the penalty-based one. The peg settles into the corner faster and bounces less when collision impulses are applied to the device. As shown in [20], the impulsive “braking” forces amount to increasing the damping gain in the device to a very large value only upon penetration into the constraint. Sustained damping of equivalent gain while the interface is within the constraint would cause the system to be stable. Hence, a stiff implementation of a rigid corner augmented with impulsive forces upon constraint penetration improves performance because it generates a trajectory that is closer to the trajectory imposed by a real rigid corner. Alternatively, a conventional stiff implementation of a rigid corner would approach the ideal trajectory only through increased gains. This would result in a lower stability margin.

As expected, the performance of the impulse-augmented penalty-based world decreases when collision impulses are applied over several steps in order to meet the device rendering capabilities (the maximum force that the device can apply is chosen to be $F_{\text{lim}} = (15\text{N} \ 15\text{N} \ 1\text{Nm})^T$ for this experiment). A device that can apply only limited forces and torques dissipates less energy upon impact than that predicted by the chosen coefficient of restitution. However, it dissipates more energy than during penalty-based interaction. Moreover, the perceptual advantage of large force transitions upon contact is maintained. Though limited, the impulsive forces rendered to the user are much larger than the penalty-based contact forces (see Figure 13).

Increased virtual wall damping would also result in larger force transitions upon impact and less bouncing, i.e., more stable contact. However, the virtual damping is limited by the physical damping, the virtual wall stiffness, and the simulation step during 1 DOF interaction with a virtual wall [7]. The virtual damping may also be limited by geometry during rigid body interaction. Guidelines for choosing it without causing instability are not available presently. Hence, only limited improvements in the perceived rigidity of the virtual contacts could be achieved through increasing the virtual damping if the virtual wall stiffness is large (as needed for a convincingly rigid resting contacts) and the physical damping is small (as needed for imperceptible device dynamics). On the other hand, the impulsive forces provide a physically-based technique for enhancing the realism of the interaction that does not increase the kinetic energy of the simulated environment and is limited only by the device capabilities.

The controlled experiment presented in this section demonstrates the increased stability and perceived rigidity of impulse-augmented penalty-based rigid body contacts compared to penalty-based rigid body contacts. Nonetheless, the example interaction is simple and does not illustrate the computational performance of the proposed approach during spatial (6 DOF) rigid body interactions. In this example, at most six collisions have been resolved simultaneously (they occur when the user inserts the peg into the tight fitting hole at the top of the peg bounces less and settles into the corner faster when the virtual world is generated using the proposed approach.

As expected, the performance of the impulse-augmented penalty-based world decreases when collision impulses are applied over several steps in order to meet the device rendering capabilities (the maximum force that the device can apply is chosen to be $F_{\text{lim}} = (15\text{N} \ 15\text{N} \ 1\text{Nm})^T$ for this experiment). A device that can apply only limited forces and torques dissipates less energy upon impact than that predicted by the chosen coefficient of restitution. However, it dissipates more energy than during penalty-based interaction. Moreover, the perceptual advantage of large force transitions upon contact is maintained. Though limited, the impulsive forces rendered to the user are much larger than the penalty-based contact forces (see Figure 13).
virtual world depicted in Figure 4) and collision resolution has not been a limiting factor. Therefore, intensive further tests are needed to validate the feasibility of the approach for 6 DOF manipulations in cluttered virtual environments. These tests must illustrate whether the pseudo-inversion of the square matrix $\mathbf{J}_c^T \mathbf{J}_c$ meets the speed required by the haptic controller during interactions involving a large number of simultaneous collisions.

VIII. CONCLUSIONS

The simulation approach proposed in this paper improves the stability and the perceived rigidity of contacts during haptic interaction with multi rigid body virtual worlds. The approach is based on a new model of rigid body contact that assumes infinite stiffness upon contact and limited stiffness during contact. The infinite stiffness upon contact is rendered to users through impulsive forces, while the limited stiffness during contact is rendered through penalty forces. The impulsive forces are computed using a new simultaneous collision resolution method that never increases the kinetic energy of the multi rigid body virtual world. When new contacts arise, the impulsive forces generate large hand accelerations without requiring increased contact stiffness and damping. The performance of the proposed approach is compared with that of existing haptic methods for virtual environment generation. Simulations and controlled experiments demonstrate improved contact stability in a planar virtual world.

Future work will investigate the numerical performance of the proposed collision resolution method during spatial (6 DOF) rigid body manipulations. Extensions of the method to simultaneous impacts with different coefficients of restitution and the incorporation of dry friction in the collision response will also be studied. To enable users to distinguish interactions with objects made of various materials, alternative impulse rendering techniques will be explored. These extensions will increase the realism of the impulsive interaction with an impulse-augmented penalty-based virtual environment.

APPENDIX I
PASSIVITY OF THE COLLISION MAP FOR ONE COLLISION

This section presents the proof of Theorem 1. Proof: The proof starts by computing the contact impulse by substitution of (15) into (9):

$$-\epsilon \mathbf{J}_c \dot{\mathbf{q}}_0 = \mathbf{J}_c \dot{\mathbf{q}}_0 + \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T p \Rightarrow \dot{p} = -(1 + \epsilon) \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right)^T \mathbf{J}_c \dot{\mathbf{q}}_0. \quad (27)$$

Then, the post-collision configuration space velocity results after substitution from (27) in (9):

$$\ddot{\mathbf{q}} = \dot{\mathbf{q}}_0 - (1 + \epsilon) \mathbf{D}^1 \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right)^T \mathbf{J}_c \dot{\mathbf{q}}_0 = \left( \mathbf{I} - (1 + \epsilon) \mathbf{J}_c \mathbf{J}_c^T \right) \dot{\mathbf{q}}_0 \quad (28)$$

where $\mathbf{I}$ is the $d \times d$ identity matrix.

Next it is shown that:

$$\mathbf{D} \mathbf{J}_c \mathbf{J}_c - \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c = 0. \quad (29)$$

Indeed, using the definition of the dynamically consistent inverse of $\mathbf{J}_c$ and the symmetry of the inertia matrix:

$$\mathbf{D} \mathbf{J}_c \mathbf{J}_c - \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c =$$

$$= \mathbf{D} \mathbf{D}^1 \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right) \mathbf{J}_c - \mathbf{J}_c^T \left( \mathbf{D} \mathbf{D}^1 \mathbf{J}_c^T \right) \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right)^T \mathbf{D} \mathbf{D}^1$$

$$= \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right) \mathbf{J}_c - \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right)^T \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right)^T \mathbf{J}_c =$$

$$= \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right) \mathbf{J}_c - \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right)^T \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \left( \mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T \right)^T \mathbf{J}_c = \mathbf{J}_c.$$

In (30), $(\mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T)^T = (\mathbf{J}_c \mathbf{D}^1 \mathbf{J}_c^T)^T$ and $\mathbf{D}^T = \mathbf{D}$ since they are symmetric. Furthermore:

$$\left( \mathbf{D} \mathbf{J}_c \mathbf{J}_c - \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c \right)^T = \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} - \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c = 0. \quad (31)$$

Then, the post-collision kinetic energy of the system is be computed as follows:

$$\mathbf{KE} = \frac{1}{2} \mathbf{\dot{q}}^T \mathbf{D} \mathbf{q} =$$

$$= \frac{1}{2} \mathbf{\dot{q}}_0^T \left( \mathbf{I} - (1 + e) \mathbf{J}_c^T \mathbf{J}_c^T \right) \mathbf{D} \left( \mathbf{I} - (1 + e) \mathbf{J}_c \mathbf{J}_c \right) \mathbf{\dot{q}}_0 =$$

$$= \frac{1}{2} \mathbf{\dot{q}}_0^T \mathbf{D} \mathbf{\dot{q}}_0 - (1 + e) \frac{1}{2} \mathbf{\dot{q}}_0^T \left( \mathbf{2} \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c + \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} - (1 + e) \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c \right) \mathbf{\dot{q}}_0 =$$

$$= \mathbf{KE}_0 - (1 + e) \frac{1}{2} \mathbf{\dot{q}}_0^T \left( \mathbf{2} \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c - (1 + e) \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c \right) \mathbf{\dot{q}}_0 =$$

$$= \mathbf{KE}_0 - (1 - e^2) \frac{1}{2} \mathbf{\dot{q}}_0^T \mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c \mathbf{\dot{q}}_0. \quad (32)$$

Since $\mathbf{J}_c^T \mathbf{J}_c^T \mathbf{D} \mathbf{J}_c \mathbf{J}_c$ is symmetric, it is positive semi-definite and $\mathbf{KE} \leq \mathbf{KE}_0 \quad \forall e \in [0,1]$.

APPENDIX II
PASSIVITY OF THE COLLISION MAP FOR OVERDETERMINED CONSTRAINTS

This section presents the proof of Theorem 2. Proof: The proof follows the same reasoning as the proof
of Theorem 1, where \((\mathcal{J}_c D^\dagger \mathcal{J}_c^T)^\dagger\) is replaced by \((\mathcal{J}_c D^\dagger \mathcal{J}_c^T)^\dagger\). The proof holds since
\[
(\mathcal{J}_c D^\dagger \mathcal{J}_c^T)^\dagger = (\mathcal{J}_c D^\dagger \mathcal{J}_c^T)^\dagger \mathcal{J}_c D^\dagger \mathcal{J}_c^T = (\mathcal{J}_c D^\dagger \mathcal{J}_c^T)^\dagger .
\]

Furthermore, it is shown in Appendix III that:
\[
\mathcal{J}_c^T (\mathcal{J}_c D^\dagger \mathcal{J}_c^T)^\dagger \mathcal{J}_c = \mathcal{J}_n^T \left(\mathcal{J}_n D^\dagger \mathcal{J}_n^T\right)^\dagger \mathcal{J}_n. \tag{33}
\]
where \(\mathcal{J}_c^T = [\mathcal{J}_n^T \mathcal{J}_r^T]^T\) and \(\mathcal{J}_n\) is full row rank. Then:
\[
KE = KE_0 - (1 - e^2) q_0^T \mathcal{J}_c^T \mathcal{J}_c^T D \mathcal{J}_c q_0^T = \\
= KE_0 - (1 - e^2) q_0^T \mathcal{J}_c^T \left(\mathcal{J}_n D^\dagger \mathcal{J}_c^T\right)^\dagger \mathcal{J}_c q_0^T = \\
D \left(\mathcal{J}_n D^\dagger \mathcal{J}_c^T\right)^\dagger \mathcal{J}_c q_0^T = \\
= KE_0 - (1 - e^2) q_0^T \mathcal{J}_c^T \mathcal{J}_n D^\dagger \mathcal{J}_c^T \mathcal{J}_c q_0^T = \\
= KE_0 - (1 - e^2) q_0^T \mathcal{J}_n^T \mathcal{J}_n^T D \mathcal{J}_n^T \mathcal{J}_n q_0^T. \tag{34}
\]

Since \(\mathcal{J}_n^T \mathcal{J}_n^T D \mathcal{J}_n^T \mathcal{J}_n\) is positive semi-definite, simultaneous collision resolution is passive, i.e., \(KE < KE_0 \quad \forall e \in [0,1]\), when the constraints are overdetermined.

APPENDIX III

PROOF OF IMPLICIT ELIMINATION OF CONSTRAINT OVERDETERMINANCY

Proof: This section proves that (33) holds by showing that:

- \(\mathcal{J}_c D^\dagger \mathcal{J}_c^T\) is invertible when \(\mathcal{J}_c\) is full row rank;
- \(\mathcal{J}_c^T (\mathcal{J}_c D^\dagger \mathcal{J}_c^T)^\dagger \mathcal{J}_c = \mathcal{J}_n^T \left(\mathcal{J}_n D^\dagger \mathcal{J}_n^T\right)^\dagger \mathcal{J}_n\) when \(\mathcal{J}_c\) is row rank deficient, \(\mathcal{J}_n\) is full row rank, and \(\mathcal{J}_n^T = [\mathcal{J}_n^T \mathcal{J}_r^T]^T\).

If \(\mathcal{J}_c\) is full row rank, then the symmetric matrix \(\mathcal{J}_c^T \mathcal{J}_c^T\) is invertible and all its singular values are strictly positive. Therefore:
\[
v^T \mathcal{J}_c D^\dagger \mathcal{J}_c^T v \geq \lambda_{\min} (D^\dagger) v^T \mathcal{J}_c^T v \geq \\
\geq \lambda_{\min} (D^\dagger) \lambda_{\min} (\mathcal{J}_c^T \mathcal{J}_c^T) v v^T > 0 \quad \forall v \neq 0. \tag{35}
\]

i.e., \(\mathcal{J}_c D^\dagger \mathcal{J}_c^T\) is positive definite, hence invertible.

If \(\mathcal{J}_c\) is row rank deficient, let \(\mathcal{J}_c\) be given by \(\mathcal{J}_c^T = [\mathcal{J}_n^T \mathcal{J}_r^T]^T\), where \(\mathcal{J}_n\) is full row rank, i.e., \(\text{rank}(\mathcal{J}_n) = n\) and \(\text{rank}(\mathcal{J}_r) = r\). By elementary row operations:
\[
\begin{bmatrix} I_n & 0 \\ A & I_r \end{bmatrix} \mathcal{J}_n = \mathcal{J}_n, \quad \begin{bmatrix} I_n & 0 \\ A & I_r \end{bmatrix} \mathcal{J}_r = \mathcal{J}_r, \tag{36}
\]
where \(A \in \mathbb{R}^{r \times n}\) and \(I_n\) and \(I_r\) are identity matrices of rank \(n\) and \(r\), respectively.

Then:
\[
(\mathcal{J}_c D^\dagger \mathcal{J}_c^T)^\dagger = \\
= \left( \begin{bmatrix} I_n & 0 \\ A & I_r \end{bmatrix} \mathcal{J}_n D^\dagger \mathcal{J}_n^T \begin{bmatrix} I_n & 0 \\ 0 & I_r \end{bmatrix} \right)^\dagger = \\
= \left( \begin{bmatrix} I_n & 0 \\ -A & I_r \end{bmatrix} \mathcal{J}_n D^\dagger \mathcal{J}_n^T \begin{bmatrix} I_n & 0 \\ -A & I_r \end{bmatrix} \right)^\dagger = \\
= \begin{bmatrix} I_n & 0 \\ 0 & I_r \end{bmatrix} \left( \mathcal{J}_n D^\dagger \mathcal{J}_n^T \mathcal{J}_n \right)^\dagger \begin{bmatrix} I_n & 0 \\ 0 & I_r \end{bmatrix} \begin{bmatrix} I_n & 0 \\ 0 & I_r \end{bmatrix}. \tag{37}
\]

The last algebraic manipulation is based on the fact that:
\[
XX^T = (X^T)^T X. \tag{38}
\]

To show that (38) holds, let the SVD of \(X\) be given as \(X = USV^T\). Then:
\[
(XX^T)^\dagger = (U \Sigma \Sigma U^T)^\dagger = U \Sigma \Sigma U^T = \\
= USV^TV \Sigma \Sigma U^T = (X^T)^T X^T, \tag{39}
\]
where:
\[
\Sigma' = \begin{bmatrix} 1/\sigma_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1/\sigma_n \\ 0 & \cdots & 0 \end{bmatrix}, \tag{40}
\]
and \(\sigma_1, \cdots, \sigma_n\) are the singular values of \(X\).

\[
\mathcal{J}_c^T \left(\mathcal{J}_c D^\dagger \mathcal{J}_c^T\right)^\dagger \mathcal{J}_c \text{ can now be computed using (36) and (37)}:
\]
\[
\mathcal{J}_c^T \left(\mathcal{J}_c D^\dagger \mathcal{J}_c^T\right)^\dagger \mathcal{J}_c = \\
= \mathcal{J}_c^T \begin{bmatrix} I_n & A^T \\ 0 & I_r \end{bmatrix} \left(\mathcal{J}_n D^\dagger \mathcal{J}_n^T \mathcal{J}_n \right)^\dagger \begin{bmatrix} I_n & 0 \\ A & I_r \end{bmatrix} \mathcal{J}_c = \\
= \begin{bmatrix} I_n & 0 \\ 0 & I_r \end{bmatrix} \left(\mathcal{J}_n D^\dagger \mathcal{J}_n^T \mathcal{J}_n \right)^\dagger \mathcal{J}_n = \\
= \mathcal{J}_n^T \left(\mathcal{J}_n D^\dagger \mathcal{J}_n^T\right)^\dagger \mathcal{J}_n. \tag{41}
\]
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