1. Introduction

Turbulence plays a key role in many fields of application, e.g. it is of great importance for various processes, such as combustion or mixing. The characterization of turbulent flows by itself is still a major challenge for researchers and engineers. Computer-based simulations have become a powerful tool for investigating turbulent flows. However, despite continuously increasing computational power, direct numerical simulations (DNS) of the Navier–Stokes equations (NSE) fail for turbulent flows with very large Reynolds numbers. Until now the DNS computation with the highest Re\textsubscript{λ} of 1130 has been achieved by [25]. Apart from DNS, various other tools in the field of computational fluid dynamics (CFD) exist. A very common approach is the transformation of the NSE into the so-called Reynolds averaged Navier–Stokes equations (RANS), which include a second-order tensor (Reynolds stress tensor). However, all CFD approaches and even the NSE itself remain models and need to be validated by experimental data. It is therefore important to carry forward the development and optimisation of experimental techniques as well.

The evaluation of the measurement data of turbulent flows is accomplished by means of stochastic methods. This is the only reasonable approach as turbulent flows are unrecoverable in their totality and are also irregular in time and space. In order to investigate the properties of turbulent flows, some demands are placed on the anemometers. One key parameter is the resolution power, which specifies the depth of insight into the turbulent flow. In particular, the total resolution power depends on the ability of resolving spatial structures and temporal dynamics. There are various different sensors for the characterization of turbulent flows [19]. For atmospheric turbulence cup anemometers or ultrasonic anemometers are often used. Both anemometers measure with a temporal resolution in the order of Hz and feature spatial resolutions of about 10 cm.

For laboratory-generated turbulence, in which the investigation of small scales is desired, much higher resolutions are needed. As a consequence of Re being much smaller under laboratory conditions compared to the atmosphere, and the ratio of the integral length and Kolmogorov length scaling...
with $L/h \sim Re^{3/4}$ ($L$ is usually fixed by the experimental setup), a high spatial resolution for resolving all the relevant scales is necessary.

Highly resolved measurements under laboratory conditions are often accomplished using hot-wire anemometers. These sensors use a tiny platinum or tungsten wire as the crucial sensor element. The wire is heated by means of electrical current and is then brought into the flow. The flow circulation affects the temperature of the wire and thus changes its electrical resistance. When operating in CTA mode (constant temperature anemometry), the current needed in order to maintain a constant temperature is directly connected to the flow velocity, and thus serves as the measuring signal. Hot-wire probes with a single wire for one-dimensional measurements yield temporal resolutions of tens of kHz (depending on various parameters such as the overheat-ratio or material properties) and spatial resolutions in the millimeter range (length of wire). Shorter probes become very fragile as the diameter to length ratio of about 1:200 must be maintained in order to minimize heat conduction to the prongs, which in turn causes a decrease in sensitivity [20]. For directional measurements in two dimensions X-wires exist. For X-wires the resolution is limited by the spacing between the wires and the wire lengths. A certain spacing between the wires is necessary in order to avoid temperature cross talk.

Although hot-wire anemometry is widely accepted, there are some underlying restrictions. For instance, due to the measuring principle hot wires cannot be used for measurements in conductive or particle-laden fluids [1, 4]. Hot wires are also not suitable for measurements carried out very close to walls, since the heat reflection might have an impact on the measuring signal [5, 6]. Even conventional hot-wire-based wall shear stress sensors, which are embedded in the surface, deliver a poor signal quality due to unwanted heat conduction to the surface [13]. A detailed study of the dynamic response of elevated and flush-mounted hot wires with regard to the wall distance, the type of wall substrate and convective velocity is given in [22, 23]. For hot wires the relation of the measuring signal versus inflow velocity follows King’s Law [20], in which velocity $v$ is related to voltage $E$ as $v \approx E^3$. Thus, the resolution power decreases with higher flow velocities.

Aside from restrictions on the areas of operation, hot wires show other disadvantages. The non-shielded wires, which are part of an amplification circuit, act as antennas, and are thus susceptible to electromagnetic interference [1, 4]. Moreover, X-wires typically perform measurements for inflow angles of about $\pm 40\degree$ only. Angles of attack that exceed this range are interpreted incorrectly. This is because the calibration plane of X-wires collapses and loses its uniqueness for large inflow angles. Lastly, since the smallest changes in wire tension caused by ambient temperature fluctuations or wire aging likely have an impact on the heat dissipation, the X-wires need to be recalibrated very often. For these reasons we have developed a new kind of sensor, the so-called Laser Cantilever Anemometer [4]. Its measuring principle is adopted from atomic force microscopes where the deformation of a tiny beam (cantilever) is gathered using the laser lever arm principle. The cantilever used for the 2d-LCA acts like a flow body and experiences a deformation due to the moving medium, i.e. wind flow. The first prototype of the LCA was capable of performing measurements of one velocity component only. Later, in [1] the first two-dimensional LCA (2d-LCA) with an angular range comparable to X-wires was introduced.

In this paper we focus on our newest version of the 2d-LCA. It features a new design of the cantilever, revised electronics and an overall improved setup. The angular range has been further increased to inflow angles of $\pm 90\degree$ at spatial and temporal resolutions comparable to X-wires. The new 2d-LCA is shown in figure 1.

### 2. Method

#### 2.1. Measuring principle

The measuring principle applied for the 2d-LCA is adopted from atomic force microscopy (AFM). In atomic force microscopes a probe tip, which is attached to the forefront of a tiny cantilever, is used to measure the surface depth of a sample. For this purpose the atomic force, i.e. the distance between the tip and the sample surface are maintained constant. The $z$-displacement of the cantilever changes in accordance with the topography of the surface and is monitored by means of the laser pointer principle. To do so, a laser beam is focused on the top surface of the cantilever. It produces a reflection spot that moves subject to the displacement of the cantilever.
and is tracked using a position sensitive detector (PSD). The position of the reflection spot along the PSD contains the deflection information of the cantilever and thus serves as the measuring signal.

The same principle is applied for the 2d-LCA. Here the cantilever itself and not a specially designed tip is the sensing element. It has typical dimensions of 160 × 40 × 1.6 μm (length × width × thickness). The cantilever is made of silicon and is coated with a reflective material (aluminium) at its tip. It is attached to the forefront of the sensor and is brought into the flow where it experiences the drag force \( F_{\text{drag}} \). For a straight inflow \( F_{\text{drag}} \) is given by:

\[
F_{\text{drag}} = \frac{1}{2} c_d \rho A v^2.
\] (1)

Here \( c_d \) is the drag coefficient of the cantilever, \( A \) is the area of the large surface of the cantilever for this bluff body flow, \( \rho \) is the density of the fluid and \( v \) is the flow velocity. The small dimensions of the cantilever imply low local Reynolds numbers (about 50 for typical laboratory flow velocities \( \approx 20 \, \text{m} \, \text{s}^{-1} \)). The dependence of \( \text{Re} \) upon \( c_d \) has been studied using steady-state CFD simulations performed with OpenFOAM. It has been found that \( c_d \) for a one-sidedly fixed cantilever undergoes large variations of \( \text{Re} \) up to about 40 and converges to a constant value of 1.52 for a higher \( \text{Re} \), as can be seen in figure 2. The divergence from literature values of \( c_d = 1.19 \) (rectangular plate of length/width ratio 4 : 1 for \( \text{Re} \) of 100–100000 [11, 12]) is caused by different boundary conditions that apply to free-hanging structures. For constant \( \rho \) and \( v \geq 1 \, \text{m} \, \text{s}^{-1} \) the variation of \( c_d \)\( v \) is small compared to \( v^2 \), and therefore one can assume \( F_{\text{drag}} \propto v^2 \). This also means that the deflection of the cantilever and hence the resolution power of the sensor increase with increasing \( v^2 \).

For oblique inflows the cantilever experiences an additional transverse force, which results in a twisting deformation. Therefore, the deformation of the cantilever due to the total drag force \( F_{\text{drag}} \) can be taken as a superposition of bending and twisting. The deflection of the reflecting laser spot along the PSD element due to this twisting is perpendicular to the deflection that corresponds to simple bending (figure 3).

In order to capture both deflections, a two-dimensional PSD element (2d-PSD) of type Hamamatsu S5990 is used. In this manner the longitudinal and transverse velocity components can be measured simultaneously. The current signals from the 2d-PSD are processed using an analog computation and amplification circuit. In general one could also use cantilevers in tapping mode in order to measure flow velocities [9]; however, this approach does not allow for directional measurements.

The deflection distance of the spot along the 2d-PSD can be estimated by calculating the cantilever deflection \( s \) at the tip by means of the classical beam theory. For a uniformly loaded cantilever beam of length \( l \) the maximum deflection becomes:

\[
s(l) = \frac{F_{\text{drag}} l^3}{8 E I_A},
\] (2)

with the Young’s modulus \( E \), which describes the relation between the tension and elongation of a material during deformation. \( I_A \) is the moment of inertia of the area. As \( s \) is only proportional to the velocity squared of the flow \( s \propto F_{\text{drag}} \propto v^2 \), all the other values remain constant.

The deflection angle \( \gamma \) of the cantilever at the center of the reflection pad, which corresponds to the length \( l_{\text{pad}} \) can be assessed according to:

\[
\gamma = \arctan \left( \frac{F_{\text{drag}}}{2E I_A} \left( \frac{l_{\text{pad}}^4}{12 I_A^2} - \frac{l_{\text{pad}}^2}{3l_A^2} + \frac{l_{\text{pad}}^2}{2l_A^2} \right) \right).  \] (3)

This deflection causes a displacement of the reflecting laser beam spot on the 2d-PSD of length \( D = d \tan(\gamma) \) with \( d = 60 \, \text{mm} \) being the distance between the cantilever and the 2d-PSD. Thus, for a typical straight air stream of 15 m s\(^{-1}\) a deflection of the laser spot along the active area of 1.02 mm is expected, fitting well to the dimensions of the 2d-PSD of 4 mm × 4 mm.

2.2. Design of the sensor

The sensor body as shown in figure 1 is completely made of aluminium. All the components were anodized to improve

---

5 Here the Young’s modulus corresponding to the 100 layer (perpendicular to the bending line) is considered.
components without the housing. Figure 4. Schematic illustration of the 2d-LCA and its main parts. The laser beam used for pointing onto the cantilever is provided by a power-controlled laser diode of type ADL-63054TA2 ($\lambda = 630$ nm, $P = 5$ mW), placed on a small positioning stage. The adjustment of the stage, i.e. the direction of the outgoing laser beam, is performed using two DC motors. This enables the laser to be adjusted remotely without opening the sensor housing. This is very useful in particular in situations where the sensor is aligned in a measuring setup with difficult access.

The laser beam is focused on the tip of the cantilever using a gradient index lens (GRIN-lens). Unlike conventional spherical lenses, GRIN-lenses have flat-end faces and a radial changing refractive index realizing a continuous cosine ray trace within the lens. The shape of the emerging beam mainly depends on the pitch length of the GRIN-lens. A pitch length of 1 corresponds to one complete cosine trajectory. For the 2d-LCA a GRIN-lens with a diameter of 1.8 mm and a pitch length of 0.16 is used. The big advantages of these lenses compared to spherical lenses are the almost non-existent spherical aberrations and the compact size.

The laser beam path within the sensor is illustrated in figure 5. The laser beam falls on the tip of the reflective cantilever surface and is reflected towards a 2d-PSD. A pellicle beam splitter is used in order to allow for a perpendicular incidence direction of the laser beam. The side of the cantilever facing the laser beam is equipped with a 40 $\mu$m $\times$ 40 $\mu$m pad at the tip coated with aluminium for good reflectivity, as light at 630 nm would simply pass through the silicon. The size of the reflection pad has a great influence on the signal quality. Figure 6 shows the different reflection spots when using a completely coated cantilever and a cantilever with a small reflective pad. Since the amount of deflection changes the cantilever’s shape, especially in the section close to the built-in end, a completely coated cantilever causes a stronger distortion of the spot during deformation. This effect could cause an unintended change in light intensity distribution within the spot that would be interpreted by the 2d-PSD as a position change besides the real deflection. By contrast, the spot produced by the cantilever with a reflective pad remains largely constant. Furthermore, the spot is smaller and symmetric.

One phenomenon that always appears when using the laser pointer principle in connection with tiny sensing elements is diffraction. Some specially designed cantilevers (interdigitated cantilevers) even exploit this effect in a targeted way in order to precisely measure the deformation. However, in the case of the measuring principle used here, diffraction is not desired. In fact, the performance of the 2d-PSD strongly depends on the size of the diffraction pattern accompanied by the reflection spot. Therefore, the spot size is an important design parameter for the sensor and needs to be considered carefully. The intensity distribution of the diffraction pattern is given by:

$$I_\phi = I_S \cdot \text{sinc}^2\left(\frac{\pi w}{\lambda} \cdot \sin(\phi)\right),$$

with the width of the cantilever $w$, the diffraction angle $\phi$ and the wave length of the laser $\lambda$. The intensity distribution on the 2d-PSD for a cantilever of width $40 \mu$m at a distance of 6 cm is shown in figure 7. One can see that the main reflection and the 1st order diffraction completely fit onto the active area. The 2nd order diffraction falls onto the edge; however, its light intensity is only 1/60 of the total intensity. Still, once it moves outside and thus leaves the active area, it will lead to a change in the center of gravity of the total light intensity, which is interpreted by the 2d-PSD as a movement in the opposite direction. This effect, however, is very small and we neglect it if only light intensities due to higher order diffractions leave the active area. In the future one might think about applying a numerical correction or installing a larger 2d-PSD.
The 2d-LCA is equipped with a pin-cushion 2d-PSD. These PSDs have a low dark current noise and show better linearity when compared to tetra-lateral types. The light spot on the active area that is caused by the reflection of the laser produces some photocurrent. The total amount of this photocurrent is split up in accordance with the distance of the four electrodes at the corners of the active area. A change in any direction of the spot along the active area also changes the ratio of the currents. For further processing the current signals are transformed into voltage signals \( I_1 - I_4 \) by means of transimpedance circuits, and are then routed to analog operational amplifiers for the computation of the x- and y-positions of the center of gravity along the 2d-PSD according to:

\[
\begin{align*}
x &= \frac{I_1 + I_2 - (I_3 + I_4)}{\sum I_i} \\
y &= \frac{I_1 + I_4 - (I_2 + I_3)}{\sum I_i}
\end{align*}
\]

The division by the sum of all 4 signals is used for right scaling independent of the total laser light intensity. The absolute position of the spot can be calculated by multiplying equations (5) and (6) by \( L/2 \).

For a faster response the 2d-PSD is operated using a positive bias voltage of 9 V at the common cathode. That way the depletion region of the active area is diminished. The cut-off frequency of the 2d-PSD, which corresponds to a \(-3\,\text{dB}\) decay in gain with regard to the voltage output at 100 Hz. Therefore, the cut-off frequency is about 146 kHz.

The graph represents the voltage output \( x \) of the electronics for a sinusoidal excitation at \( I_1 \) in the range of 500 Hz–250 kHz. The other three inputs of the electronics \( I_2, I_3, I_4 \) are fed with constant DC-signals. The dashed lines correspond to a \(-3\,\text{dB}\) decay in gain with regard to the voltage output at 100 Hz. Therefore, the cut-off frequency is about 146 kHz.
of m s\(^{-1}\), this corresponds to structure sizes that can be resolved of \( uf \approx 10–100 \mu m\). These dimensions fit well to our design. A higher temporal resolution is not desired, as smaller structures would remain undetectable due to the size of the cantilever, but the principle of the 2d-LCA can be optimized further in this direction.

The 2d-LCA is connected to an external device by a 7-pin shielded data cable which contains a 16 bit A/D-converter (type Data Translation 9816) and a variable low pass filter for blanking high frequent noise and avoiding aliasing. Furthermore, it supplies the sensor with power and bears the controls for positioning the laser beam. The connection to a computer is done via USB.

2.3. Design of the cantilever

The silicon cantilever (figure 9) is the sensing element of the sensor. Its design is essential for the performance of the 2d-LCA. The whole cantilever chip is made using photolithography and etching processes. It consists of a device layer and a handle layer. Both layers are separated by a layer of silicon oxide of thickness 1 \( \mu m\). The chip can be divided into three main segments: the supporting structure (handle layer) and the cantilever together with the vane (device layer). The supporting structure serves as the foundation for the cantilever in the first place. Its bottom side is also used as a contact area (approx. 0.8 mm \( \times\) 1 mm) for its attachment to the mount. The shape of the supporting structure provides a stable foundation for the sensitive cantilever and allows for the low blockage of wind flow as discussed in [4]. Since the cantilever length is an important parameter in terms of the elastic deformation properties, various cantilever designs with different lengths ranging from 140–200 \( \mu m\) have been realized. Thus, different resolutions, depending on the requirements, can be achieved. However, all cantilevers have the same thickness of 1.6 \( \mu m\) and a width of 40 \( \mu m\).

In order to increase the sensitivity towards cross winds, i.e. the amount of twisting, the tip on the inflow side is set up with an additional tiny vane (see figure 9). This structure is made of SU-8 (negative photo resist), a synthetic epoxy-like material, using deposition. The Young’s modulus of post-baked SU-8 is >4 GPa. Structures made of SU-8 yield aspect ratios of beyond 20. The two different vane designs were realized with dimensions 50 \( \mu m \times 35 \mu m \times 9 \mu m\) and 30 \( \mu m \times 35 \mu m \times 9 \mu m\) (height \( \times \) length \( \times \) width).

One very important property of the cantilever is its first natural frequency, i.e. the frequency of the first resonant mode. Because the cantilever is used as a sensing element in a turbulent flow, it must be ensured that the first natural mode cannot be excited by the flow itself. In laboratory generated turbulent airflows at moderate velocities below 20 m s\(^{-1}\), frequencies above 20 kHz are unlikely to exist. Thus, the first natural frequency of the cantilever should be higher than this rough guide value.

An analytical approach for calculating the natural frequency of a rectangular cantilever of length \( l \) in vacuum is given by:

\[
\omega_{\text{vac}} = \xi^2 \sqrt{\frac{EI}{m_{\text{f}}l^3}} = \sqrt{\frac{k}{m_s}},
\]

with the first mode constant \( \xi = 1.875 \) for a clamped cantilevered beam, the Young’s modulus \( E \), the moment of inertia \( I_A \) and the spring constant \( k = \xi^4 E I_A/l^3 \). The quantity \( m_s \) denotes the structural mass of the cantilever. Using equation (7), the first undamped natural frequency of a simple cantilever (without vane) of length 140 \( \mu m\) is 102.5 kHz.

When operating under atmospheric pressure the surrounding flow can be taken to be in the continuum regime (Knudsen number \( K_n = 10^{-5} \)), and thus viscous effects need to be considered. However, a significant departure from \( \omega_{\text{vac}} \) due to damping occurs only at low \( Q \)-factors of about \( Q \approx 1 \). In that case the damped resonant peak frequency for oscillation in a fluid is \( \omega_{\text{fluid}} \) calculated according to:

\[
\omega_{\text{fluid}} = \left[ \frac{k}{m} \left( 1 - \frac{C_s^2}{2mk} \right)^{1/2} \right],
\]

Here \( m = m_v + m_f \) is the effective mass with \( m_f \) being the fluid added mass seen by the oscillating cantilever when opposing the flow. Similarly, the total damping \( C = C_v + C_f \) is the sum of the damping due to the structural composition \( C_v \) and fluid damping \( C_f \). \( C_f \) and \( m_f \) for a beam with a rectangular cross-section can be calculated according to [15] by:
Figure 10. Sweep frequency of the excitation signal against the excitation amplitude of two different cantilevers. Dashed line: cantilever of 140 µm in length with vane of 30 µm in height; solid line: cantilever of 140 µm in length without vane.

\[ m_f \equiv \frac{\rho_f}{\rho_s} \kappa_m m_s, \]  
\[ C_f = \pi \nu \rho_f |\beta| \kappa_c, \]  
with the dimensionless parameter \( \beta = \omega \mu^2/4 \nu \), which depends on the kinematic viscosity \( \nu \), the width of the cantilever \( w \) and the undamped frequency \( \omega \) and

\[ \kappa_m = \text{RE} \left( 1 + \frac{4iK_0(-i\sqrt{\beta})}{\sqrt{\beta} K_0(-i\sqrt{\beta})} \cdot \Omega(\omega) \right), \] 
\[ \kappa_c = \text{IM} \left( 1 + \frac{4iK_1(-i\sqrt{\beta})}{\sqrt{\beta} K_0(-i\sqrt{\beta})} \cdot \Omega(\omega) \right). \]

\( K_0 \) and \( K_1 \) denote modified Bessel functions of the third kind and \( \Omega(\omega) \) is a correction term needed for beams with rectangular cross-sections.

Next, we want to verify the analytically derived value of \( \omega_{\text{vac}} \) for the cantilever without vane in an experiment and also to investigate the properties of a cantilever with vane. To do so, a setup originally developed for the characterization of nanowires, which are used as mass and force measurement devices [3], is used. The setup consists of a cantilever chip that is driven electrostatically in a vacuum chamber at \( 10^{-7} \) mbar. A sinusoidal sweep signal of 35–145 kHz and a constant amplitude of 2 mV provided by an Agilent E4402B spectrum analyzer, is used. The cantilever excitation is recorded using laser interferometry. Instead of using electrostatic excitation, one could also use magnetostrictive actuators, as presented in [8] or a piezo drive.

The responses of the cantilevers are shown in figure 10. The solid line graph corresponds to a simple cantilever of 140 µm in length and no vane. Its first natural frequency was measured and found to be 99.8 kHz. This value is close to the analytical estimate of 102.5 kHz (equation (7)).

The black graph represents the excitation of a cantilever of the same length but with a vane made of SU-8 with dimensions 30 µm \( \times \) 40 µm \( \times \) 9 µm (height \( \times \) length \( \times \) width). With the additional mass of the vane, which is comparable to the mass of the cantilever, the natural frequency was found to decrease to 63.1 kHz (dashed line). An equally distributed additional mass of exactly the same magnitude as the mass of the cantilever would result in a decrease in the first natural frequency by a factor of \( 1/\sqrt{2} \), i.e. to \( \sim 70 \) kHz as can be seen from equation (7). Thus, a higher sensitivity towards cross winds by means of the vane is only achieved at the expense of temporal resolution. The highest operating frequency of the sensor should be less than the first resonant frequency.

The second important conclusion from the experimental investigation is that the first natural frequencies of both cantilevers are high enough to not interfere with the use of the cantilever deflection for sensing in turbulent flows under laboratory conditions. From the experiment carried out under a high vacuum, a \( Q \)-factor of \( Q_s = 200 \) was found for the cantilever without vane. Using the relation \( C_c = m_c \omega_{\text{vac}}/Q_s \), we can compute the expected \( Q \)-factor in a fluid at any resonance according to:

\[ Q_f = \frac{Q_s \sqrt{1 + (m_f/m_s)}}{1 + (C_f/C_s)}, \]  
using equations (9)–(12). For air this approach leads to \( Q_f = 6 \), which is significantly smaller than \( Q_s \). Therefore, even if the resonant modes of the cantilever were excited by the turbulent flow, the amplitude would be attenuated significantly by the strong damping.

2.4. Calibration

The calibration of the 2d-LCA is performed in a laminar flow wind tunnel, although the anemometer is applied to turbulence. This is because for typical laboratory flows at velocities around 20 m s\(^{-1}\) and Kolmogorov lengths \( \eta \) in the order of millimeters a quasi-static flow around the cantilever is assumed. The time needed for a flow structure of size \( \eta \) to pass the cantilever is about 50 µs, which is much slower than the time scales corresponding to the first resonant mode of the...
cantilever. Therefore, in the above-mentioned case the cantilever faces laminar inflow only. Hence, non-linearities due to the dynamical response of the cantilever are not to be expected. However, as for any finite size, local probe limitations might occur for turbulent flows with smaller Kolmogorov lengths and/or faster mean velocities, i.e. for flow structures that pass the cantilever in a time close to \( \frac{2\pi}{\omega_{\text{fluid}}} \). This event has not been studied yet and needs to be examined in the future.

During the calibration the relative coordinates of the spot along the 2d-PSD (equations (5) and (6)) are recorded for angles of attack ranging from \(-90^\circ\) to \(+90^\circ\) (relative to the cantilever) at intervals of typically 5° and velocities of 1–20 m s\(^{-1}\) at intervals of 1 m s\(^{-1}\). An example of a resultant calibration plane is illustrated in figure 11. For reasons of clarity, a velocity range of only 5–13 m s\(^{-1}\) is shown.

The figure has a characteristic shape, in which the points corresponding to equal velocities form curved trajectories (indicated in grey) and the points corresponding to equal angles of attack are aligned along a straight line (indicated in black).

The calibration plane can easily be divided into two 3D graphs representing the relative coordinates against the flow velocities and the angles of attack. These graphs are shown in figure 12 (top) for a smaller segment of the calibration for reasons of clarity. The grid structures are refined by means of additional points, which were generated using 3D smooth spline functions. This step is necessary in order to ensure good prerequisites for a surface fit using the Kriging algorithm. The combination of both fitted surfaces (figure 12, bottom) allows for a straightforward allocation of the measured data to the angles of attack and flow velocities.

Each cantilever produces unique calibration surfaces, which significantly depend on the cantilever’s orientation and its mechanical properties. The maximum ranges are dependent on the length of the cantilever, the size of the 2d-PSD and its distance to the cantilever. A cantilever of 140 µm in length allows for a calibration in a range of 1 m s\(^{-1}\) to at least 50 m s\(^{-1}\) (the maximum velocity of our wind tunnel). However, short cantilevers perform rather poorly at velocities of around 1 m s\(^{-1}\). The error is about 20% for the longitudinal and 30% for the
transverse velocity component. For higher velocities of above 10 m s$^{-1}$ the error decreases to roughly 1% for both components. Better accuracy is achieved with longer cantilevers (which are more sensitive) at the expense of the upper velocity range. This is due to the limited size of the 2d-PSD and large cantilever deflections associated with high velocities.

3. Measurements

Next, we want to show turbulence measurements to demonstrate the sensor’s performance. The measurement results are meant to serve as a proof of concept and will not be analyzed in full detail.

The measurements were performed using a cantilever of 160 $\mu$m in length with a vane of 50 $\mu$m in height and a commercial standard X-wire (Dantec type P51, active wire length of 1.25 mm), which served as a reference probe. The X-wire was used in CTA-mode using a Dantec Streamline 90N10 with CTA-modules of type 90C10. The overheat ratio was set to 0.8. The turbulent flow was generated using a cylinder $D = 2$ cm in diameter. Both anemometers were aligned behind the cylinder at a distance of 22D. The flow velocity was set to 12 m s$^{-1}$. This corresponds to a Reynolds number of 15 800.

Before analyzing the measured data, we will take a look at the raw data from both sensors, i.e. the positions of the laser spot as voltage signals for the 2d-LCA and the voltage signals corresponding to both wires in the case of the X-wire. Plotting the first 10 000 points of these raw signals into the calibration planes of each sensor yields the plots shown in figure 13. Both calibration planes cover velocities from 4–14 m s$^{-1}$ and inflow angles of $-45^\circ$ to $+45^\circ$.

As can be seen, in comparison to the X-wire the raw data points of the 2d-LCA are a little bit more scattered over the calibration plane. Still, all the data points of both anemometers are within the limits of the calibrated areas. We believe that this higher scattering of the 2d-LCA data is caused by the great spatial difference between both sensors. Therefore, for a more in-depth investigation we will also consider the spatially averaged 2d-LCA data, which comply with the spatial resolution of the X-wire. For this purpose, we apply a moving average over a varying number $n$ of samples, which in sum correspond to 1.25 mm (active wire length of a Dantec P51 X-wire) when applying Taylor’s hypothesis of frozen turbulence. This filter is discussed in more detail in [26].

Table 1 lists the key parameters of the flow as measured by both sensors. As can be seen the mean velocities and angles of attack agree very well for all the data sets. The values for the turbulence intensity are also very close. However, the integral length scale obtained from both 2d-LCA data sets is

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2d-LCA</th>
<th>2d-LCA (averaged)</th>
<th>X-wire</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean velocity [m s$^{-1}$]</td>
<td>11.59 ± 0.03</td>
<td>11.59 ± 0.03</td>
<td>11.53 ± 0.03</td>
</tr>
<tr>
<td>mean angle of attack [°]</td>
<td>0.27 ± 0.07</td>
<td>0.27 ± 0.07</td>
<td>−0.10 ± 0.03</td>
</tr>
<tr>
<td>integral length [mm]</td>
<td>79.25 ± 0.23</td>
<td>79.81 ± 0.23</td>
<td>58.80 ± 0.23</td>
</tr>
<tr>
<td>Taylor length [mm]</td>
<td>1.48 ± 0.04</td>
<td>1.69 ± 0.04</td>
<td>1.79 ± 0.05</td>
</tr>
<tr>
<td>turbulence intensity [%]</td>
<td>7.95</td>
<td>7.92</td>
<td>7.32</td>
</tr>
<tr>
<td>variance [m$^2$ s$^{-2}$]</td>
<td>0.85</td>
<td>0.84</td>
<td>0.71</td>
</tr>
</tbody>
</table>
about 25% higher than that measured with the X-wire. The Taylor length determined from the original 2d-LCA data is the smallest with a value of 1.48 mm, whereas the averaged 2d-LCA data yield a higher value of 1.69 mm and the X-wire a value of 1.79 mm. Furthermore, the variances from both 2d-LCA data sets are slightly higher than the variance obtained from the X-wire data set. Figure 14 shows a short sequence of inflow angles as measured by both anemometers. Both time series were recorded simultaneously but at different positions within the flow. Thus, only a qualitative comparison is possible. One can see that the overall shape of the time series is very comparable.

For a more in-depth insight into the measured data, the power spectra for the longitudinal and transverse velocity component produced by both sensors are taken into account (figure 15). The black spectra correspond to the X-wire, the light-grey spectra to the original 2d-LCA and the dark-grey spectra to the averaged 2d-LCA data. A decay according to Kolmogorov’s $-5/3$ is indicated with a black dashed line.

The overall shapes of the original and filtered 2d-LCA spectra agree well with the X-wire spectra in the integral and inertial range for both velocity components. For higher frequencies, i.e. in the viscous subrange the spectra begin to depart from each other. For the transverse component the original 2d-LCA spectrum shows a higher energy than the X-wire spectrum, whereas the spectrum from the filtered data follows the development of the X-wire until about 4 kHz. For the longitudinal component the spectra behave in exactly the opposite way. Here, the spectrum from the original 2d-LCA data matches best with the X-wire. For both velocity components the X-wire spectra are superimposed with noise in the high frequency region.

Next, probability density functions (PDFs) of increments for various time scales $\tau$ for both velocity components are...
The comparison shows that both anemometers magnitude against each other. distributions were shifted in a vertical direction by one order of magnitude. The working principle of the 2d-Laser Cantilever Anemometer incorporates and improves the sensitivity towards cross winds and increases the form measurements with temporal resolutions in the range normalized with their scale-dependent standard deviation. The PDFs were presented (figure 16). The X-wire PDFs correspond to the circles and the original and averaged 2d-LCA PDFs correspond to the triangles and crosses, respectively. The PDFs were normalized with their scale-dependent standard deviation \( \sigma_{i} = \sqrt{\langle u_{i}^{2} \rangle} \). The comparison shows that both anemometers reveal the same properties in the turbulent flow. In particular, the PDFs for the transverse component match very well. For the longitudinal component, both 2d-LCA datasets show a stronger pronunciation of the statistics towards larger positive increments.

4. Conclusion

The working principle of the 2d-Laser Cantilever Anemometer has been introduced and proven by means of comparative measurements with a commercial X-wire in a turbulent laboratory-generated airflow. A characterization of the sensing element, i.e. the cantilever, by means of computational and experimental methods reveals the sensors’ ability to perform measurements with temporal resolutions in the range of 100 kHz. An additional vane at the tip of the cantilever improves the sensitivity towards cross winds and increases the angular acceptance range to \( \pm 90^\circ \) relative to the cantilever. An important challenge for the future is to gain more knowledge of the cantilever’s response to dynamic loads. In this regard we want to provide a precise limit for flow structures that can be detected. To date we are able to give a limit that is based on the considerations as discussed in section 2.4. According to this, structures that pass the cantilever more slowly than the time period of its first resonant mode can be fully resolved.
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