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Nanoelectromechanical oscillators are very attractive as sensing devices because of their low power
requirements and high resolution, especially at low pressures. While many experimental studies of
such systems are available in the literature, a fundamental theoretical understanding over the entire
range of operating conditions is lacking. In this article, we use our newly developed Bhatnagar—
Gross—Krook based low Mach number direct simulation Monte Carlo method to study the
noncontinuum drag force acting on a cylinder oscillating normal to a wall. We explore quasisteady
flows in which w7,<1 as well as unsteady flows for which w7,=O(1). Here  is the oscillation
frequency and 7; is the characteristic time for the development of the gas flow. The drag force per
unit length acting on a long cylindrical wire is studied as a function of the Knudsen number, defined
in terms of the mean free path \ and the radius of the cylinder R as Kn=A/R. For quasisteady flows,
we also present theoretical calculations for the slip regime, Kn<<1, and the free molecular flow
regime, Kn> 1. Simulations of unsteady gas flow around a sinusoidally oscillating cylinder near a
wall indicate that the drag force per unit length nondimensionalized by 47U approaches constant
values for w7y<1 (quasisteady flow) and for w7;>1. Here u is the gas viscosity and U is the
maximum value of the nanowire velocity. The simulation results are compared with experimental

measurements in the quasisteady regime. © 2010 American Institute of Physics.

[doi:10.1063/1.3491127]

I. INTRODUCTION

Mechanically resonant microscale structures such as de-
flecting cantilevers and beams' have long been studied for
use as sensing devices. Recently, there has been a consider-
able interest in sensors based on resonating nanoelectrome-
chanical systems.478 These nanoscale resonators show high
resonant frequencies of the order of several megahertz and
quality factors in the range 10°—10° thus offering advantages
over their micro- and macroscale counterparts such as lower
energy dissipation, faster response times, and ultrahigh
sensitivity.5 9 Indeed, over the last few years, nanoscale os-
cillators have already been applied for fast detection of
chemical'® and biological entities'! in small quantities, sens-
ing of femtogram masses' and attonewton forces, and mea-
surement of material properties.13 All of these applications
require a thorough understanding of the behavior of nano-
scale resonators, which depends on the dissipation occurring
in the solid and gas phases. In this article we attempt to
understand the effects of noncontinuum and unsteady gas
flows on the dissipation due to the gas.

Resonance based sensors operate by measuring changes
in resonance frequency on attaching masses or applying
forces. The resolution of the sensor depends on the sharpness
of the resonance peak which is quantified by the quality fac-
tor defined as
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where E..q is the energy stored in the oscillating wire and
Eg4i 1s the energy dissipated per cycle. Energy dissipation
occurs in the solid phase as well as the fluid phase. The solid
dissipation can be attributed either to losses in the clamps
supporting the resonator or to internal friction within the
resonator and is the dissipation measured when the resonator
operates in perfect vacuum. The fluid dissipation is attribut-
able to frictional forces exerted by the surrounding gas on
the resonator and exists only at nonzero gas pressures. For
small nanowire deflections and velocities, the dissipation in
the solid and fluid phases can be assumed to be decoupled
and the total dissipation can be expressed as a linear super-
position,

Ediss = E?iiss + Efliss’ (2)

of a solid dissipation ES and a fluid dissipation Ef ..

Experimental studies%_7’14’15 are in general agreement
that the quality factor increases with decreasing gas pressure,
reaching an asymptote determined solely by solid dissipation
in a vacuum. However, there is little agreement among the
studies on the dissipation in the presence of a gas and the
experiments do not agree with the limited theoretical work

that is currently available. A parametric study of the relevant
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fluid dynamic problem may provide a framework in which to
understand experimental results and inspire careful experi-
mental measurements that characterize all the relevant
parameters.

The resonators consist of long wires or beams with
length L clamped at either one end or both ends. Experiments
have been performed on beams with rectangular cross-
sections and wires with circular cross-section. For simplicity,
we will consider a circular cross-section of radius R. The
wire is oscillating normal to a planar wall with a distance
from the bottom of the wire to the wall of H. Most of the
studies involve large aspect ratios L/(2R) = 10. Although the
proximity of the bottom wall will have a large effect on the
fluid dissipation, most experimental studies do not report val-
ues of H. Li et al.” report H/R=1.8182 and we will use this
value in our simulation studies. It is reasonable to assume
that H/R would be of order one in most experimental studies
as this choice would be convenient in terms of the fabrica-
tion processes. When L/(2R)>1 and L/H> 1, the gas flow
can be considered a quasi-two-dimensional flow at any point
along its length. We will make use of this important simpli-
fying assumption in the simulations and analysis presented
here.

Because of the small dimensions of the nanowires and
the fact that experiments are sometimes performed at re-
duced pressure, the gas flow is typically in the transition flow
regime. TlﬁKnudsen number, defined as Kn=N/R where
N=kgT/(\2mpa?) is the mean free path varies in the experi-
mental studies cited above from 107 to 10°. We will present
direct simulation Monte Carlo (DSMC) simulations for
Knudsen numbers of the order of one along with slip flow
theory for Kn<1 and free molecular flow theory for Kn
> 1. Here o is the diameter of the molecule.

For a nanowire oscillating at a frequency w, the
instantaneous local displacement can be written as y(z,?)
=A(z)cos(wr) where y represents the local position along the
length of the nanowire and A(z) is the local amplitude. The
importance of nonlinear gas flow effects is measured by the
Mach number M=Aw/{c), where {(c)=/(8kzT/mm) is the
mean molecular speed and m is the mass of a gas molecule.
The experimental studies (with the exception of Ref. 14) do
not report the amplitude. However, any nonlinearities arising
from fluid or solid dynamic effects would alter the behavior
of the amplitude versus frequency curves used to determine
the quality factor and the experimental studies noted above
were all in the linear regime.5 Therefore, we will assume that
M<1.

For a wire undergoing a small amplitude displacement,
the energy stored is E,.q=k(A?)/2 where the angle brackets
indicate an average over the wire length and k is the restoring
force constant. For M <1, the fluid force per unit length
on the wire can be assumed to be linearly related to the local
velocity and is given by F(z,1)=A(z)w[ g sin(wr)
+{; cos(wt)]. The coefficients {x and ¢, will in general de-
pend on both the Knudsen number and the nondimensional
oscillation frequency w7y, where 74 is the characteristic time
for development of the gas flow. The fluid-phase dissipation
is obtained by integrating the product of F(z,) and the local
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velocity of the wire over the wire length and over one period
of the oscillation, yielding Ef =m{x(A%wL. Since both
the energy stored and the fluid dissipation are proportional
to (A%, the fluid contribution to the quality factor
Q' =(27Egreq)/ Ely, is simply k/({zwL). Our study will fo-
cus on computing the damping coefficient { [in this paper,
with dimensions mass/ (length X time) ] representing the ratio
of the component of the force per unit length on the wire that
is in phase with the velocity to the wire velocity.

The characteristic time 7, for development of the gas
flow depends on the Knudsen number. In the continuum re-
gime, corresponding to Kn<<1, Tf=R2/ v is the time for dif-
fusion of momentum over the characteristic length of the
flow problem. In the free molecular flow regime, correspond-
ing to Kn>1, 7,=R/{(c) is the time for a gas molecule to
propagate across the flow domain. For Kn=0(1), these two
times are of the same order of magnitude. The values of w7y
in the experimental studies vary from 1073 to 10°. The ex-
perimental study by Li ez al.” is conducted entirely within the
regime w7,<1 where one can apply a quasisteady drag co-
efficient. On the other hand the experimental study of Kara-
bacak et al.'* highlights the effects of unsteady flow for
o7=0(1). It should be noted, however, that the latter study
varies the wire geometry and w7, simultaneously so that the
trends seen may not be entirely attributable to the effects of
unsteadiness in the gas flow.

Previous theoretical studies of gas-phase dissipation ef-
fects on vibrating wires have been limited and have mostly
considered the continuum flow regime. Jeffrey and Onishi'®
solved the two-dimensional continuum Stokes flow driven by
a cylinder translating normal to a planar surface. This pro-
vides a prediction of the drag coefficient in the quasisteady,
continuum limit w7,<1 and Kn=0. In Sec. III we will ex-
tend this theory to include the first noncontinuum flow ef-
fects for Kn<<1 by applying a Maxwell slip boundary con-
dition. Clarke er al.'” studied the unsteady continuum flow
driven by a vibrating cylinder for wr=0(1) and Kn=0.
They also considered weak noncontinuum effects by using a
Maxwell slip boundary condition, but only in the case where
the cylinder is far from the wall H>R.

Bhiladvala and Wang4 compared predictions of the qual-
ity factor including both solid and fluid dissipation with ex-
perimental measurements. Their treatment of the fluid dissi-
pation neglected the interaction of the vibrating wire with the
wall. Unsteady effects were incorporated only in the con-
tinuum regime. In the transition regime, they applied
Yamamoto and Sera’s'® solution of the Bhatnagar—Gross—
Krook (BGK) equation for steady translation of an isolated
cylinder. The inertialess gas flow caused by a translating iso-
lated cylinder does not decay with separation from the cyl-
inder, a situation that is referred to as Stokes paradox in the
continuum regime. Yamamoto and Sera’s solution avoids
Stokes paradox by including the gas inertia associated with
the finite amplitude of the cylinder velocity. However, this
resolution is inappropriate for M << 1. Bhiladvala and Wang’s
analysis produced the qualitative variation of quality factor
with gas pressure observed in experimental studies but sys-
tematically underpredicted the dissipation. This underpredic-
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tion could have resulted from the neglect of unsteady gas
flow in the transition regime and/or the interactions with the
bottom wall.

Yakhot and Colosqu119 developed an approximate solu-
tion to the gas flow adjacent to a planar wall oscillating
tangent to its surface in an unbounded noncontinuum gas and
used this solution to discuss unsteady effects in vibrating
nanowires. While this physical problem provides an illustra-
tion of unsteady transition gas flow effects, it does not di-
rectly model a vibrating nanowire in which the wire moves
both tangent and normal to its surface, is nonplanar and in-
teracts with a bounding surface. It should also be noted that
Yakhot and Colosqui’s analysis involves an expansion of the
velocity distribution function for small deviations from the
Maxwell distribution, which is not accurate at high frequen-
cies. A complete solution of the kinetic problem for an oscil-
lating planar wall is given by Sharipov and Kalempa20 while
the closely related problem of oscillatory planar Couette flow
is treated in Refs. 21 and 22.

From our summary of the literature above, it is clear that
significant discrepancies exist in the experimental literature
for resonating nanowires and all theoretical attempts to un-
derstand this problem have either been restricted to a few
asymptotic regimes of Kn or have only considered simplified
versions of the problem. This paper is an attempt to bridge
this gap using simulations as well as asymptotic theories to
study drag on vibrating cylindrical nanowires. While our
theories focus only on the quasisteady regime (w7,<1), we
present simulation results for both quasisteady and unsteady
flow conditions. In Sec. II we describe the geometry of the
problem and discuss the newly developed low Mach number
Bhatanagar—Gross—Krook direct simulation Monte Carlo
(BGK-LM-DSMC) method® that will be used to simulate
the gas flow driven by an oscillating cylinder. In Sec. III we
develop theoretical predictions for the drag on the cylinder
for quasisteady flows, w7,<<1, in the slip Kn<1 and free
molecular flow Kn>1 regimes. Section IV presents the
simulation results comparing them with the asymptotic
theories and with experimental results. The article ends with
Sec. V where we summarize this work.

Il. PROBLEM STATEMENT AND SIMULATION
METHOD

We consider a cylinder of length L and radius R placed
at a closest distance of approach H from the bottom surface
(see Fig. 1). The cylinder oscillates in the vertical direction
in a fluid with an average number density n, and an equilib-
rium temperature 7, with a velocity U=U sin(wt)ey, where
U=Aw with A and w being the amplitude and frequency of
oscillation. The distance between the cylinder center and the
bottom wall is denoted by d=R+H. As discussed in Sec. I,
aspect ratios of the nanowires studied in the experimental
literature are large thus allowing us to treat a local quasi-two-
dimensional flow problem where we neglect the spatial
variations along the length of the cylinder. The fluid dissipa-
tion will be analyzed in terms of either the drag force per unit
length or the damping coefficient defined earlier. As noted,
oscillation amplitudes in these experiments can be assumed
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FIG. 1. Simulation domain.

to be small enough so that the Mach number M <1 and the
nanowire position remains unchanged both in our theory and
during the course of simulation.

To set the stage for our simulation method, we briefly
review the Boltzmann formulation for rarefied gas flows. Let
n(r,r) and f=f(c,r,t) represent the number density and the
velocity distribution function, respectively, at spatial position
r and time ¢ with ¢ denoting the molecular velocity. The
space-time evolution of the probability density function nf is
given by the Boltzmann equation

a(nf) e d(nf) _ [ a(nf)] ' (3)
coll

at ar ot

The term on the right hand side of the equation is the colli-
sion operator that represents the change in the density func-
tion due to intermolecular collisions. The exact collision op-
erator is nonlinear and involves integrals over velocity space
of products of the velocity distributions of colliding mol-
ecules. At solid boundaries, molecules can be assumed to
undergo diffuse or specular reflection or a combination of
both.?* In this study, we consider only diffuse reflection from
all solid surfaces. In the case of open boundaries that are in
contact with an equilibrium reservoir of gas moving with an
average velocity relative to the boundary, outgoing mol-
ecules are assumed to permanently leave the domain while
incoming molecules are assumed to enter the domain with a
distribution matching that of the reservoir. At equilibrium,
[d(nf)]df).ey=0 and in the absence of any external forces
and moving boundaries, solving Eq. (3) yields a number den-
sity, n(r,t)=ny, that is uniform and a velocity distribution
function that is given by a Maxwell-Boltzmann distribution,

m 3/2 mc2
exp| — . (4)
27TkBT 2kBT

fus(e) = (

In the presence of external forces and moving bound-
aries, Eq. (3) can be solved analytically only for simple ge-
ometries and by applying a suitable approximation for the
collision term. One such approximation is the BGK
approximation,” in which the right hand side in Eq. (3) is
approximated as a linear function of the deviation from local
equilibrium,

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://phf.aip.org/phf/copyright.jsp



103101-4 Ramanathan, Koch, and Bhiladvala

(5)

ot T

[ anf) } _ {n) e —u()] - n(0)f(e)}
coll

where n(r) is a local number density and u(r) represents a
locally averaged flow velocity. 7 is a free parameter and is
typically chosen so that the viscosity of the fluid satisfies the
known result 7=(1/2)mny(c)\, yielding 7=(4/m)(N/{c)).
The BGK approximation is based on the idea that the rate at
which collisions drive the distribution function toward the
local equilibrium value depends linearly on the deviation
from local equilibrium.

The Boltzmann equation and its approximate versions
can be solved analytically only for simple geometries. For
more complex situations such as the one we are dealing with
in this article, one needs to turn to a simulation based ap-
proach. One such technique is the DSMC, a coarse-grained
particle-based stochastic simulation method developed by
Bird,”* that attempts to replicate the effects of the Boltzmann
equation (3). In this method, a single simulation particle is
used to represent a large integer number N,, of gas molecules
thus reducing the number of degrees of freedom consider-
ably. The velocity distribution of the particles directly repre-
sents the molecular velocity distribution even when the latter
deviates from equilibrium. The effects of advection and ac-
celeration by an external force on particle positions and ve-
locities are treated in a deterministic manner. Intermolecular
collisions are determined based on kinetic theory and are
treated in a probabilistic manner. Two DSMC simulation par-
ticles do not have to strictly come in contact with each other
for an intermolecular collision to occur. Instead particles
within a spatial cell are chosen to collide based on collision
rates derived from kinetic theory. All averaged quantities are
computed directly by ensemble averaging over functions of
particle velocities. For more details on the DSMC method,
we refer the reader to Ref. 24. The DSMC method has
been successfully applied to high speed rarefied gas flows
(M =0.2). However, as emphasized in Refs. 23 and 26, flow
speeds in nanoscale applications, such as is relevant here, are
typically very small and, consequently, results from DSMC
simulations of such systems are dominated by statistical
noise thus rendering the technique very inefficient and in
some cases completely useless.

We therefore turn to our newly developed BGK-LM-
DSMC simulation method,23 an efficient modified DSMC
algorithm that simulates the linearized BGK approximation
to the Boltzmann equation. Here, each simulation particle is
assumed to represent N, (1+MW;) molecules where M, as
before, represents the Mach number and W, represents a vari-
able noninteger particle weighting. Unlike the regular DSMC
method, particle velocities are always representative of equi-
librium thermal velocities and all effects of external forces
and moving boundaries are reflected in the O(M) particle
weightings. When particles undergo diffuse reflections from
solid boundaries, their weightings are updated according to a
certain set of rules which are described below. Interparticle
collisions are replaced with a BGK type relaxation in which
a chosen fraction of particles is allowed to relax toward the
local equilibrium by suitably modifying their weightings.
Mean quantities are computed by performing a weighted

Phys. Fluids 22, 103101 (2010)

average over particle velocities. Although the simulation
method is very general and can be used to study low speed
flow in any geometry, below, we present some of the details
of the simulation method in the context of the nanowire
problem. It should be emphasized that a thorough description
of the method is beyond the scope of this article and for
more details we refer the reader to our earlier publication23
where we have also documented the success of this method
in studying test problems for which analytical results are
available.

As shown in Fig. 1, we consider a cylinder of radius R
placed near a wall at a distance of closest approach H. The
simulation domain is bounded by a box whose dimensions
are chosen such that they are at least a few mean free paths
larger than H+2R. The box dimensions were increased until
convergent results were obtained. The simulation domain is
first divided into cells where the maximum linear dimension
of each cell L, is chosen such that it is smaller than both the
mean free path and the smallest characteristic length scale in
the problem, i.e., L.<min[\,min(R,H)]. We use about N
=50 simulation particles per cell which ensures that the local
velocity distribution function is represented with sufficient
accuracy. The integration time step A is chosen to be equal
to (L./{c))/4—small enough such that the particle moves
only a fraction of the cell length in each time step. The
choice of these parameters is similar to that for the standard
DSMC method discussed in Ref. 27.

At the beginning of the simulation, particles are initial-
ized at random positions with velocities chosen from the
Maxwell distribution. Every time step in the simulation can
be decomposed into a propagation step and a collision step.
During the propagation step, the position of the particle is
updated according to r;(t+Ar)=r;+c,(t)At, where r;(f) and
r;(1+Ar) represent positions of particle i at the beginning and
end of the time step and ¢,(r) represents the velocity of par-
ticle i at the beginning of the time step. If the particle crosses
the bottom wall or the surface of the nanowire during the
time step, the time of intersection with the boundary is de-
termined using geometry. The particle is assumed to undergo
diffuse reflection from these surfaces and a new particle ve-
locity is chosen from an equilibrium distribution while en-
suring that diffuse reflection rules are obeyed. The particle is
allowed to propagate for the remainder of the time step with
the new velocity. In addition to the velocities, the weightings
of the particles also need to be updated. Whereas the weight-
ings of the particles reflecting off the bottom surface remain
unchanged, the weightings of the particles reflecting off the
moving nanowire are given by23

.8 N
Wit +Ar)=W,(t)+2n,- U+ —U"- ¢/, (6)
aa

where U*=U/U is the nondimensionalized velocity of the
nanowire boundary, n; is the unit normal to the nanowire at
the point of collision of the particle with the surface, and
¢"=¢;/{c) represents the dimensionless particle velocity.
Whereas both the incoming and reflected particles have an
unweighted equilibrium velocity distribution, these updated
weightings assure that the weighted velocity distribution
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function reflects the nonequilibrium effects of the moving
boundary. For unsteady simulations the nanowire velocity is
given by U=U sin(wt)e, whereas for quasisteady simula-
tions, it is given by U=Ue,. At the outer boundary of the
simulation domain, we apply a boundary condition in which
the simulation domain is assumed to be in equilibrium with a
reservoir of gas whose number density and velocity is given
by Jeffrey and Onishi’s'® continuum solution outlined in Sec.
IIT A. As explained in Ref. 23, such a boundary condition
offers improved convergence when compared to a boundary
condition in which the simulation domain is assumed to be in
equilibrium with a stationary gas reservoir. The Jeffrey—
Onishi boundary condition is implemented by ensuring that
any time a particle strikes the outer boundary, it is specularly
reflected back into the simulation domain with a postreflec-
tion weighting given by23

8
Wi=—u ¢ + —— (7)
o

where u”* is the fluid velocity nondimensionalized by U and
p is the pressure. u* and p are both evaluated at the point of
contact between the particle and the outer boundary using
Jeffrey and Onishi’s solution.'® As noted by Gopinath and
Koch,?® far-field flow driven by a moving finite Kn particle
can be approximated as continuum provided it is based on
the force that the particle exerts on the fluid. This is based on
the observation that the integral of the stress exerted on a
fluid boundary that encloses a particle is equal to the force
exerted by the particle on the fluid. This argument is strictly
valid when the surface enclosing the particle does not inter-
sect the wall. However, we used the continuum flow includ-
ing wall effects due to a cylinder exerting the force deter-
mined from the simulation and found that this scheme gives
good convergence as the size of the outer boundary is in-
creased. Hence, we use Eq. (22) to evaluate the coefficient
D, in Jeffery and Onishi’s solution in terms of the cylinder
force computed from the simulation. The other coefficients
in the continuum flow solution can then be determined using
Eq. (21). The drag force per unit length F in Eq. (22) is
computed as an averaged quantity during the course of the
simulation via

_ MNmm<zinWici - Eouthici>

F
At

(8)

where ¥, and 2, represent sums over all particles arriving
at and leaving the surface, respectively, thus yielding a self-
consistent simulation method. For quasisteady flows, F is
averaged over several fluid equilibration times in order to
obtain the average drag force on the nanowire, while
the damping coefficient is averaged over a similar time
period for unsteady flows. Figure 2, which shows results for
the average dimensionless quasisteady drag force as a
function of simulation box size, L, for a system with
H/R=1.8182, confirms that our results are not affected by
the finite size of the simulation cell.

The collision step of the BGK-LM-DSMC method dif-
fers significantly from that in the standard DSMC method.
Unlike standard DSMC where pairs of particles collide dur-
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FIG. 2. Convergence of drag force results with simulation box size for a
system with H/R=1.8182.

ing a collision step, in the BGK-LM-DSMC method, particle
velocities are unchanged and particle weightings are modi-
fied independent of each other in a manner consistent with
the BGK relaxation process as we now describe. At every
time step, a number Nz=fpN of the N particles in the cell are
randomly chosen to relax toward local equilibrium where
fs=1—exp(—At/7) represents the fraction of molecules un-
dergoing relaxation during a time step Az. The postrelaxation
weightings of these chosen particles are given by23

W= (W) e Gu); ©)

c?

where ¢,"=¢;/{c) is the nondimensionalized particle velocity
and (u).=(u)./U is the nondimensionalized cell-averaged
velocity. (W), and (u)’, the cell-averaged particle weighting
and fluid velocity, are given by

2n-n,Wi
<W>C = —37
N—-Ng
(10)
N EN—NBWici*
)y =————,
N—Npg

where the averages are defined such that they only include
those particles in the cell that have not been chosen to un-
dergo relaxation during that particular time step. This process
of averaging over only the nonrelaxing particles in the cell
ensures that there are no correlations between the pre- and
postrelaxation weightings of particles. As discussed in Ref.
23, the BGK relaxation process does not conserve momen-
tum and energy exactly at every time step but does so only in
an average sense. To improve statistical accuracy, we strictly
enforce conservation of mass, momentum, and energy at ev-
ery time step by adjusting the postrelaxation weightings of
all particles in the cell according to the procedure described
in Ref. 23.
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FIG. 3. Problem geometry.

lll. THEORY FOR QUASISTEADY DRAG FORCE

In this section, we present analytical predictions for the
drag force per unit length acting on an infinite cylinder mov-
ing perpendicular to a wall. The analysis is limited to the
quasisteady regime where w7,<1 with » and 7, as defined
before, being the oscillation frequency and the characteristic
fluid relaxation time, respectively. We begin by reviewing
Jeffrey and Onishi’s'® theory for the continuum regime
(Kn=0). In Sec. Il B, we extend the Jeffrey—Onishi analysis
to obtain the first noncontinuum effects on the drag for
Kn<1 by applying slip boundary conditions at the wall and
on the surface of the cylinder. Finally, in Sec. Il C, we
present our theoretical results for the drag force in the free
molecular flow regime, Kn> 1.

A. Continuum regime (Kn=0)

Jeffrey and Onishi'® solved for the drag force on a cyl-
inder translating normal to a wall by expressing the problem
in bipolar coordinates («, 8) (see Fig. 3) which can be writ-
ten in terms of Cartesian coordinates (x,y) according to

xh=sin B, (11a)

(11b)

where ah=cosh a—cos B with a=\d’>~R?. The flow is de-
scribed by the Stokes equation

V4y=0, (12)

yh =sinh a,

with ¢ representing the stream function, in terms of which
the velocity components are defined as

J
U,=— h—lp s
B
(13)
Iy
=h—.
" Jda
The general solution for ¢ is given by
hiy= Re[E xn(a)e-"'ﬂ] , (14)
n=0

where “Re” denotes the real part of the expression and y,, are
complex coefficients with
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Xo=Ag cosh a+ Bya cosh a+ C sinh a + Dy sinh «,
X1 =A; cosh 2a+ B, + C; sinh 2a+ D, a, (15)

Xa=A4A, cosh(n+ 1)a+ B, cosh(n— 1)«
+ C, sinh(n + 1)a+ D, sinh(n - 1)ca.

The pressure field is given by

2
p= —MIm|:e"'B{D0 sinh a + (By+ D;)cosh a}
a

o]

+ > e™"B{G, sinh na + H, cosh na} |, (16)

n=1
where
G,= (}’l - 1)(An—l +B,,) - (I’l + 1)(An +Bn+l)a

(17)
an (n - 1)(C —1 +Dn) - (I’l + 1)(Cn +Dn+l)~

On applying no-penetration and no-slip boundary conditions
on the bottom wall (a=0) and the cylinder (a=q),
no-penetration:

u,=0, at a=0,
(18)
u,=-Usin 6, at a=gq,
no-slip:
uﬁzo, at a=0,
(19)
uB=Ucosﬁ, at a=aqa,

where «a; is obtained from the relation R sinh a;=a and 6
represents the azimuthal coordinate in the polar coordinate
system (r,6) which is related to the Cartesian coordinate
system via

x=rcos 6, (20a)

y=rsin 6. (20b)

The only nonvanishing coefficients are purely imaginary and
are given by

2A1 coth o) =— 231 coth 23]
=—2C]=D]=ZU/(a1—tanh CY]). (21)

Using Egs. (21), (14), and (13), one can obtain the velocity
field and the corresponding gradients. These gradients can be
used to determine the stress field o, which on integrating
over the cylinder surface dS; yields the drag force per unit
length on the cylinder,

F= f dSl(T ‘= 47T,LL(DOex - Im{Dl}ey). (22)

Here n; is the normal to the cylinder at any given point and
e, and e, are unit vectors in the Cartesian coordinate system.
Using the value for D; given in Eq. (21), Jeffrey and Onishi
evaluated the nondimensionalized drag force per unit length
acting on the cylinder to be
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FIG. 4. Dimensionless inverse drag force per unit length as a function of
dimensionless distance between nanowire and bottom wall for continuum
(Kn=0) flow. The solid line is obtained by using Eq. (23), the dotted-dashed
line represents lubrication theory results for small H/R given in Eq. (24),
and the dashed line represents the approximation for H/R>1 given in
Eq. (25).

F 1
= . (23)
4ulU d+a a
In -—
R d

This result is plotted in Fig. 4. For H/R<<1, a lubrication
type calculation yields16

F H\-32
= 3(2—) , (24)
4l R

while for H/R> 1, Eq. (23) simplifies to

F 1

dmpU~ (H\
™ ln<2—> 1
R

Both these results are also shown in Fig. 4. For continuum
and low Kn finite Re flows, the drag force is given by

(25)

F 1

4l [ 1 ’
,n-M 1n<_)+K1
Re

(26)

where, for continuum flows, K;=In(7.4) (Ref. 29) and, for
finite Knudsen flows, K| depends on Kn as given in Ref. 18.
On comparing Egs. (25) and (26), we note that for finite Re
flows, R Re™! replaces H as a cutoff length which can be true
only if H>v/U.

B. Slip regime (Kn<1)

At small but nonzero Kn, the presence of a thin layer of
O(\) near a boundary influences the nearby viscous layer
significantly. In such a case, the fluid at the boundary has a
velocity different from the boundary itself.*® This effect can
be captured by approximating the fluid to be slipping past the
boundary with a slip velocity which is assumed to be propor-
tional to the velocity gradient.

Phys. Fluids 22, 103101 (2010)

To compute the drag force in the slip regime, we solve
the Stokes flow problem, Eq. (12) but now with no-
penetration and slip boundary conditions being satisfied on
the bottom wall (@=0) and the cylinder surface (a=q;),
no-penetration:

u,=0, at a=0,
(27)
u,=—Usin 0, at a=ay,
slip:
Ju Jdugda
_ a0 _ 0B _ _
u,= = ug= , at a=0(y=0),
Vay T 00 oy (y=0)
(28)

0')Ll(.,z
ug— U cos 0= 7; =ug—Ucos 0

dug ga

, at a=a(r=R),
da dr i )

=Y

where u, and u, represent the components of the fluid veloc-
ity in the polar coordinate system, and u, and u, the compo-
nents of fluid velocity in the Cartesian coordinate system.
v=1.1466N 1is the slip coefficient.’’ The derivatives
(da/dr) 4=a, and (da/dy),-q are obtained by differentiating
the coordinate definition Egs. (13) and (22) with respect to r
and y and rearranging terms. The general form of the solu-
tion to the Stokes problem continues to be given by Egs. (14)
and (15), where we assume x,=0 and Yy, are all purely
imaginary. We consider N terms in the summation in Eq. (14)
with N chosen to be large enough so that the solution
converges.

For Kn<1, /R is also much smaller than 1, and hence
we can write the stream function as a linear function of y/R,
=99+ (y/R)y!". Similar linear expansions can be used for
other unknowns in this problem, i.e., u,, Ug, Xp» Aps By Cy,
and D,,. After substituting these linearization approximations
in Egs. (13)—(15) and applying boundary conditions (27) and
(28), two different sets of equations are obtained by compar-
ing terms of different orders in y/R. The O((y/R)") terms
lead to one set of equations, which, on solving, yield the
zeroth order terms, i.e., terms with superscript (0). The ze-
roth order solution is found to be identical to the Jeffrey—
Onishi solution for the no-slip problem outlined in the
previous section. The O[(y/R)'] terms yield a system of
4N X 4N linear equations for the coefficients Afll), Bfll), C’(ll),
and Dfll) (n=1---N) which has to be solved numerically. As
explained in Sec. III A, the coefficients, once solved for, can
be used to determine the velocity and stress fields from
which the drag force can be computed.

The final solution for the drag force can also be ex-
pressed as a linear function of Kn,

F=F9 4+ KnF, (29)

where F(© is the Jeffrey—Onishi continuum drag force given
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FIG. 5. Nondimensionalized slip correction to the drag force, F()/F(©),
plotted as a function of dimensionless distance between nanowire and bot-
tom wall.

by Eq. (23) and FU") represents a correction due to slip. In
Fig. 5, we show a plot of this correction term as a function of
the distance of the nanowire from the bottom wall. The slip
correction is negative over the entire range of H/R indicating
that drag in the slip regime is smaller than in the continuum
regime. The correction increases with decreasing distance
and diverges for H/R<<1 because, in this regime, lubrication
theory indicates that the shear rate in the gap will diverge as
U(R/H?) and this large shear rate induces a large slip. It
should also be noted that the slip flow lubrication solution
requires N/H<<1 which is much more restrictive than
Kn=N/R<1. A detailed discussion of noncontinuum lubri-
cation theory for the case N/H~O(1) can be found in
Ref. 32.

C. Free molecular flow regime (Kn>1)

For the free molecular flow regime, we compute the drag
force on the nanowire using an approach similar to that de-
scribed in Refs. 33 and 34. In this regime, the mean free path
is assumed to be large enough that intermolecular collisions
can be neglected. The net force exerted by the gas molecules
on the nanowire is given by

sz dS,dF (r,), (30)
S

1

where subscript 1 is used to denote the nanowire and the
integral is carried out over the entire surface of the nanowire
S,. dF, the average force per unit area acting at any particu-
lar point r; on the nanowire’s surface, is given by dF,(r;)
=dF, (r;)—dF,*(r;), where dF,*(r;) is the rate at which
momentum is transferred away from the surface by reflected
molecules and dF, (r;) is the rate at which momentum is
transferred to the surface by incident molecules,

Phys. Fluids 22, 103101 (2010)

dF1+(1'1)=—”1(1'1)J dcmc|(C—U)'ﬂ1|fMB(C—U),

(c-U)-n;>0
(31

dFl_(rl)znof deme|(c - U) - ny|fy5(c)

(c-U)-n; <0

+ J deny(ry)mel(c - U) - ny|fyp(c)
o

21

- nof deme|(c - U) - my|fy5(c).
Q

21

Here, n, is the outward normal to the cylinder at point r; and
I QZldc is an integral over only those velocity vectors that
emanate from the wall and end at point r;. This integral
reflects the extra force exerted on the wire because the num-
ber density of molecules reflected off the bottom wall ex-
ceeds the equilibrium value. The flux of molecules emitted
by the cylinder (bottom wall) is equivalent to that produced
by a half space of gas with number density n,(r;) [n,(r,)]
and velocity distribution f),5(c—U) [fy5(c)]. The only un-
knowns in the above equations, n;(r;) and n,(r,), can be
determined by applying the constraint that mass must be
strictly conserved at every point on the cylinder as well as on
the wall, i.e., on any object i with i=1 representing the cyl-
inder and i=2 representing the bottom wall., the outgoing
flux of molecules ji(r;) should equal the incoming flux of
molecules J; (r;),

]:(r,) =j; (ry). (32)
These fluxes are given by

(1) Cylinder:

ji(r) =ny(ry) del(c - U) - ny|fyp(c-1),
(c-U)-n;>0
(33)
j;(rl):”OJ dc|(C_U)'nl|fMB(c)
(c-U)-n;<0
+ f deny(r,)|(e = U) - ny|fys(e)
Qyy
_nof dc|(C—U)'n1[fMB(C)'
Qy
(i)  Wall:
J2(rp) = ny(ry) delc - my|fyp(c),
cny>0
(34)
Ja(ry) = HOJ dele - my|fyp(c) + f deny(ry)
¢ny<0 Q4

defe - my|fyp(c).

X|e - my|fyple—U) - nof

Q2

Here, n, is the outward normal to the wall at point r, and
I ledc is an integral over only those velocity vectors that
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FIG. 6. I; as a function of dimensionless distance between nanowire and
bottom wall.

emanate from the cylinder and end at point r,. For small
Mach numbers, as is relevant here, we can approximate n,
n,, and fyp(c—U) as linear functions of the Mach number
M’

ny=ne[1+Muv(r))],

ny=ngl 1+ Mwy(ry)], (35)

fuple=10) :fMB(c)(l + k%"c . U)

:fMB(c)(l + §1‘4C4< . U*> .
T

Here, U'=U/U and c¢"=c¢/{c) are the dimensionless nano-
wire and gas molecule velocities, respectively. On substitut-
ing these approximations into Egs. (33) and (34) and keeping
terms of only O(M), we obtain linear integral equations for
v; and v, which are then solved numerically. The numerical
solution involves defining grids on the surfaces of both the
cylinder and the wall and applying Simpson’s rule to dis-
cretize the integrals. Applying a similar linearization proce-
dure to Egs. (30) and (31) allows us to express the average
force on the nanowire as a function of the perturbations v,
and »,. The final expression for the nondimensionalized av-
erage drag force per unit length acting on the cylinder is
given by

F_ 46

4m7uU  8Kn
where /; is a functional of v; and v, integrated over both r;
and r, and thus indirectly depends on system geometry. Fig-
ure 6 shows how I; varies with H/R. We also show values
for I; for an isolated nanowire, i.e., in the absence of the
bottom wall, which can be obtained using a method similar
to the one described above, and the final result for which is
given by 1,=0.5(6+m)=4.57.>* I, in the presence of the bot-
tom wall is higher than that for an isolated cylinder indicat-
ing that the existence of the bottom wall leads to higher drag
forces. At the smallest separations explored, the drag force
can be nearly 25% larger. As the separation between the
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FIG. 7. Drag force per unit length as a function of Knudsen number for
H/R=1.8182 corresponding to dimensions reported in Ref. 7. Legends are
as shown in figure. Arrow near the y-axis represents the Jeffrey—Onishi
predictions in the continuum limit Kn=0. The inset shows the same data on
a linear-linear scale (free molecular flow results omitted for clarity). For
simulations, error bars are smaller than symbol size.

nanowire and the wall increases, I, and hence the drag force
decreases, approaching predictions for the isolated cylinder
at large H/R.

IV. DISCUSSION

In this section, we summarize the results of our theoret-
ical analysis and our BGK-LM-DSMC simulations. Wher-
ever possible, we also compare our results with some rel-
evant experimental data. Section IV A focuses on the
quasisteady regime while Sec. IV B focuses on the unsteady
regime.

A. Quasisteady regime (w7:<1)

In Fig. 7, we plot the nondimensionalized drag force per
unit length as a function of Knudsen number Kn. The gap
between the wire and the wall was set as H/R=1.8182,
which corresponds to the rest position of the wire used in
Ref. 7. Our simulations indicate that the drag force increases
with decreasing Kn and smoothly rolls over to a Kn indepen-
dent value at low values of Kn. In the same figure, we also
show results from our free molecular flow calculations [Eq.
(36)], the slip theory (Sec. III B and the Jeffrey—Onishi pre-
dictions for continuum flow [Eq. (23)]) for the system under
consideration. For the free molecular flow limit, our numeri-
cal analysis yields 7,=4.99 in Eq. (36). It should be noted
that, for an isolated nanowire where the bottom wall is ab-
sent, a similar analysis yields 7,=0.5(6+)=4.57.** Thus,
the interaction with the wall increases the drag by about 10%
for H/R=1.8182.

The enhancement in drag due to wall interactions will
increase with decreasing H/R. As seen from the figure, at
high Kn (Kn=1), the simulations approach the asymptotic
value predicted by our free molecular analysis and at low Kn
(Kn=0.1), our simulations agree with predictions of our the-
oretical slip calculations. As expected, both the simulations
and the slip theory approach the continuum predictions
(shown as an arrow in the figure) at low Kn.
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The theory/simulation results are compared with experi-
mental data from Li ef al.” This particular experimental data
set is useful for comparison because of its relevance to the
quasisteady regime considered, as well as the careful inclu-
sion of relevant parameters. The authors introduce a hybrid
bottom-up technique, using electrofluidic directed-assembly
of silicon and rhodium nanowires and electrodeposited
clamps to create large arrays of cantilevered nanoresonators.
Cross-talk between resonators and clamp losses associated
with support undercuts were removed and the electrodeposi-
tion process was shown to produce clamps of repeatable ri-
gidity. The nanowires in the array were separated by dis-
tances much larger than their diameters and thus any form of
interaction between these nanowires can be neglected. The
data used here are for a silicon nanowire with a length of
11.8 um and diameter 330 nm and for a rhodium nanowire
of length 5.8 um and diameter 280 nm. The cantilevered
nanowires were suspended with a 300 nm gap from the bot-
tom surface. The nanowire chip was mounted in a vacuum
chamber where ambient gas pressure of pure dry nitrogen
gas was varied from 107'° to 1 atm. The nanowires were
driven using a tip fringe field electrostatic drive and a
laser interferometry technique was used to obtain the reso-
nance spectrum, from which the Q-factor at each pressure
was extracted.

From the nanowire dimensions given above, aspect ra-
tios for both the silicon and rhodium nanowires are larger
than 20 which justify the use of the 2D approximation in our
theory and simulations. The forcing amplitude was con-
trolled to keep the resonator displacement amplitude less
than the gap height. The displacement amplitude was thus
below 300 nm, corresponding to maximum velocities of 3.6
and 13.6 m/s for the rhodium and silicon nanoresonators,
respectively. The mean molecular speed at T=295 K is
472.5 m/s, yielding maximum Mach numbers of 7.6 X 1073
and 2.9 X 1072 for the two resonators. This justifies the ap-
plication of the BGK-LM-DSMC simulation technique to
study these systems. Using resonant frequencies of 1.93 and
7.18 MHz for the silicon and rhodium nanowires, we find
that the dimensionless number w7,<<1 for the full range of
Knudsen numbers thus justifying the use of the quasisteady
simulation to explore this system. The dimensionless drag
forces and Knudsen numbers shown in Fig. 7 have been
calculated from the pressure and the Q-factor as outlined in
Sec. 1. This calculation requires that Q°=(27Eqweq)/ Ejjiger
the part of the Q-factor associated with solid damping, be
known. As explained in Sec. I, we obtain this from the low
pressure asymptote in the experimental Q-factor versus pres-
sure curve. For the silicon and rhodium nanowire resonators,
the values were 0°=4580 and Q°*=1090, respectively.

From Fig. 7, we see that, at very high Kn, unlike the case
of the silicon nanowire, the experimental data for the
Rhodium nanowire attains a constant value. This is because
the rhodium nanowire, due to its intrinsic material properties,
has higher solid damping compared to the silicon nanowire
which in turn makes it less sensitive to the damping in the
surrounding fluid at much higher pressures (lower Kn) than
the silicon nanowire. However, at intermediate to high Kn,
the drag force for both experimental systems approaches the
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scaling in the free molecular flow regime as predicted by
both theory and simulations. Quantitatively, the experimen-
tally measured drag force is nearly 25%—-30% lower than that
obtained from theory or simulations over the entire range of
Kn explored. At small Kn, extrapolation appears to indicate
that the experiments will yield a drag force that is smaller
than that predicted by our slip theory or simulations (see
inset in Fig. 7). The fact that the simulations agree with the
slip theory and free molecular flow theory at small and large
Kn, respectively, and that the slip theory approaches the con-
tinuum solution of Jeffery and Onishi suggests that there is
no systematic error in the simulation results. The simulations
assume that gas molecules undergo purely diffuse reflection
from the solid surfaces corresponding to an accommodation
coefficient for tangential momentum transport, «, of 1. Ex-
perimental measurements indicate that «,~0.8 for silicon
surfaces.” At this value of o, the drag on a sphere is reduced
by less than 10% from its value at a,= 1.%° It therefore seems
unlikely that imperfect momentum accommodation can ac-
count for the deviations between the experiment and theory
and the reason for these deviations is unknown.

Based on our theoretical results for the scaling of the
drag force with Kn in the continuum and free molecular flow
regimes (Sec. III), we propose that the dimensionless drag
force at any H/R be correlated with the form

F__F9 1+AKn
4uU  4muU| 1 +BKn+ CKn? |’

(37

where F' (0), as defined earlier, is the drag force in the con-
tinuum limit and is given by Eq. (23) and A, B, and C are
unknown coefficients that depend only on the distance be-
tween the nanowire and the wall and can be determined by
the following procedure. For a given H/R, in the slip regime,
using Kn—0 in Eq. (37) and comparing the result to the
expression in the slip regime, Eq. (29), we obtain

F

A—Bzm.

(38)
Similarly, in the free molecular flow regime, applying the
limit Kn— to Eq. (37) and comparing the resultant equa-
tion to the free molecular flow result, Eq. (36), we obtain

c 8 FO

(39)

A third relation between these coefficients is obtained by
using Eq. (37) to evaluate the drag at an intermediate Knud-
sen number and equating to it to the drag force obtained at
the same Knudsen via our quasisteady simulations. An inter-
mediate value Kn=1 is used to generate the results reported
in Table I for several values of H/R. The fit obtained using
the asymptotic limits and the simulation data for Kn=1.0
gives good predictions for Kn=0.5 thus verifying our ap-
proach. The coefficients are well described by the curve fits
given in the caption to Table I. With Eq. (37) and these curve
fits, we thus have a semiempirical expression that can predict
the dimensionless drag force at any Kn and for H/R in the
range 0.5-4. In Fig. 8, we plot the nondimensionalized drag
force obtained using our semiempirical expression as a func-
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TABLE 1. Coefficients A, B, and C in Eq. (37) as a function of H/R. The
coefficients can be well-fitted by the following equations: A=2.912
Xexp[—0.3351(H/R)], B=3.7382(H/R)™>"%2, and C=6.4283(H/R)~'37%,

H/R A B C

0.5 2.3445 5.092 14.9783
1.0 2.2194 4.0296 7.0203
1.8182 1.6694 2.9031 3.1957
2.0 1.3933 2.5529 2.4836
4.0 0.7619 1.524 0.8673

tion of Kn at different H/R. For comparison, we again plot
our simulation results obtained at H/R=1.8182 from which
we find that our expression describes the simulation data
very well.

B. Unsteady regime (w7 =1)

In Fig. 9, we plot the nondimensionalized fluid drag co-
efficient {»/(47w) as a function of the normalized oscillation
frequency w7 for different Kn, where 7 is the BGK relax-
ation time defined in Sec. II. As per the definition given in
Sec. I, for quasisteady flows, this nondimensionalized drag
coefficient will reduce to the nondimensional drag force
F/(47pU) presented earlier. From the figure, we see that,
for high Kn, the drag coefficient exhibits a very small de-
crease with increasing w7. For low Kn, the drag coefficient
has plateaus for both low (w7<1) and high (w7>1) fre-
quencies and increases with frequency in the intermediate
regime of w7~ 1. The low frequency drag is in good agree-
ment with results from our quasisteady simulations. For
Kn=0(1), the transition between low frequency and high
frequency behavior is expected to occur at wr=0(1) which
appears to be consistent with our Kn=2.0 and Kn=4.0 simu-
lation data. In the near-continuum regime, Kn<<1, the tran-
sition begins when wR?/ v~ w7/Kn*~ O(1) when the quasi-
continuum flow becomes unsteady. As the frequency is
increased the quasicontinuum flow develops a boundary

F/@nuU)

~
Q|

10°

Kn

FIG. 8. Normalized drag force per unit length as a function of Kn for
different H/R as given in the legend. Lines represent predictions obtained
using the semiempirical expression given in Eq. (37) and curve fits
for coefficients in that equation. Symbols represent simulation data at
H/R=1.8182. Error bars in simulations are smaller than symbol size.
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FIG. 9. (Color online) Simulation results for the normalized drag coefficient
as a function of nondimensionalized oscillation frequency wr at different Kn
where 7=(4/m)(N\/{c)) is the BGK relaxation time defined in Sec. II. The
arrows near the y-axis represent quasisteady simulation results. Error bars in
simulations are smaller than symbol size.

layer of thickness (v/w)" 2 which becomes comparable with
the mean free path X when Kn~ O(1). Thus, the transition
extends over the range O(1) < wr= O(Kn?). Our simulations
confirm the existence of such a wide transition regime at low
Knudsen numbers. Moreover, this transition appears to begin
at a slightly lower frequency for Kn=0.1 when compared to
Kn=0.2 which is consistent with the O(Kn?) scaling pre-
dicted for the lower frequency limit at which the transition is
expected to begin for Kn<<1. This trend does not carry over
to Kn=0.5 data possibly because this Knudsen number can
no longer be treated as being much smaller than 1. Figure 10
shows a plot of the constant drag coefficient obtained at low
and high frequencies as a function of Kn. It is interesting to
note that the high frequency asymptotes exhibit a 1/Kn scal-
ing and are in good quantitative agreement with the theoret-
ical free molecular flow result for an isolated cylinder in the
quasisteady regime [Eq. (36) with 1;,=0.5(6+m)] even at
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FIG. 10. (Color online) Low and high frequency asymptotes for the normal-
ized drag coefficient plotted as a function of Kn. Symbols represent simu-
lation data and the dashed line represents the drag coefficient for an isolated
nanowire in the free molecular flow regime. This free molecular flow result
is given by Eq. (36) with /,=0.5(6+) (Ref. 34). Error bars in simulations
are smaller than symbol size.
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small Knudsen numbers. This is consistent with the finding
of Park et al.*' that the drag in planar Couette flow at high
frequencies is the same as the quasisteady drag at high
Knudsen numbers. At high frequencies, w7>1 implies that
by the time a molecule reflected from the solid surface can
undergo an intermolecular collision and return to the nano-
wire, the nanowire would have had many periods of oscilla-
tion and the return trip will come at a phase of the wire
oscillation that is uncorrelated with the phase at which the
original molecule-nanowire collision occurred. Thus the
nanowire just sees a reservoir of equilibrium Maxwellian
molecules and the system effectively behaves as if an iso-
lated nanowire is oscillating under free molecular flow con-
ditions. One important consequence of this effect that we see
in Fig. 10 is that at high Kn (Kn=2.0) the high frequency
drag is somewhat lower than the low frequency drag. At high
Kn and low frequencies, the drag force is given by the free
molecular flow result for a nanowire near a wall whereas at
high Kn and high frequencies, because of the aforementioned
effect, the drag force is given by the free molecular flow
result for an isolated cylinder which is slightly smaller.

A final comment needs to be made about how the theory
and simulations compare to experimental data obtained by
Karabacak and co-workers.'**” The experimental data, when
reduced to the same nondimensional format shown in Fig. 9,
did not show good agreement with theory/simulations even
on a qualitative level. This lack of agreement is a result of
large statistical scatter in the experimental data coupled with
the fact that, in their experiments, the authors simultaneously
vary more than one parameter. For example, at any given
ambient gas pressure, they vary the resonance frequency by
changing the width and thickness of the nanowire which
leads to variations in the Knudsen number as well. It should
be noted that, in their article, the authors compared their
experiments to Ref. 19’s theoretical predictions for the fric-
tion factor for tangential oscillation of a planar wall as a
function of resonance frequency at a given ambient pressure
and reported good agreement (within statistical error) pro-
vided the theoretical results were scaled up by an arbitrary
geometrical correction factor of 2.8. However, such a com-
parison is not correct. For fixed nanowire dimensions, chang-
ing ambient gas pressure changes the mean free path and the
noncontinuum nature of flow thereby affecting the drag
force. Thus, data comparisons should strictly be performed at
a fixed Knudsen number rather than a fixed pressure. This
condition is clearly violated in the comparisons shown in
Ref. 14 where, at a given pressure, the nanowire dimensions
change with resonance frequency thereby affecting the
Knudsen number.

V. CONCLUSIONS

It is clear that resonating nanowires offer several advan-
tages over their micro-/macrocounterparts in sensitivity of
measurement as well as energy requirement, especially at
lower pressures. This is due to the comparable values for the
mean free path of the gas and nanowire dimensions which
lead to extremely low dissipation and high Q-factors. Recent
experiments have attempted to characterize these devices in
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terms of Q-factors as a function of pressure (or Knudsen
number). These studies, although qualitatively similar in
their findings, disagree with each other significantly. In this
article, we have used theory and simulations to provide a
framework in which to understand existing experimental data
and design further tests for providing sufficient information
with which to characterize drag.

Both the theory and simulations assume that the nano-
wires have large enough aspect ratios so that the problem can
be treated as two-dimensional. They also apply a small Mach
number approximation which is valid only for nanowires
moving at speeds smaller than the thermal speed of the gas
molecules. It should be noted, however, that this restriction is
necessary in order to justify the linear treatment of the am-
plitude of the resonator leading to the definition of a quality
factor. The theory is valid only for the quasisteady regime
where the characteristic fluid relaxation time is much smaller
than the nanowire oscillation time period. The simulations
treat both the quasisteady and the unsteady regimes. We have
studied the variation in the normalized drag force exerted
by the fluid on the oscillating nanowire as a function of
Knudsen number.

In the quasisteady regime, our simulation results are in
excellent agreement with asymptotic theories for both the
high and low Knudsen regimes and appear to be approaching
the Jeffrey—Onishi continuum predictions as Kn— 0. We also
compare our theory/simulations with Li et al.’s’ experimen-
tal data on silicon and rhodium nanowires, which, as dis-
cussed in Sec. IV A, satisfies all of the assumptions inherent
in our theory and simulations. Our comparison indicates that,
over the entire range of Kn studied, experiments yield drag
forces that are nearly 20%—-30% lower than theoretical pre-
dictions. Using our simulation and theoretical results, we
have developed a semiempirical expression that can be used
to calculate the drag force for any given Kn and distance
between the nanowire and the bottom substrate.

As seen in Sec. I, some of the experimental literature
also spans the unsteady regime, w7,=0(1) and consequently
we also performed simulations to understand the effect of
unsteady flows on the drag force. These simulations indicate
that, while at high Kn, the drag force is nearly invariant with
frequency, at low Kn, the drag force exhibits three different
scaling regimes, a low frequency and a high frequency re-
gime, where the drag force is independent of frequency, and
an intermediate regime where the drag force increases with
frequency so as to bridge the low frequency and high fre-
quency asymptotes. As the Knudsen number decreases, the
range of frequencies over which the drag coefficient varies
increases reflecting the development of a viscous boundary
layer near the wire surface. Our efforts to perform a thorough
comparison between our simulations and unsteady experi-
mental data obtained by Karabacak and co-workers'* were
thwarted because of the fact that changes in the oscillation
frequency in these experiments also caused other experimen-
tal parameters to change. More controlled experiments are
needed to verify these theories/simulations.
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